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ABSTRACT

In this work, we show how to obtain for non-compact manifolds the re-

sults that have already been done for Monge Transport Problem for costs

coming from Tonelli Lagrangians on compact manifolds. In particular,

the already known results for a cost of the type dr , r > 1, where d is the

Riemannian distance of a complete Riemannian manifold, hold without

any curvature restriction.

1. Introduction

Monge transportation problem is more than 200 hundred years old; see [34]. It

has generated a huge amount of work. It is impossible for us to give all the

relevant references to previous works. There are now several books and surveys

that can help the reader through the literature, see for example, the books

[12, 4, 37, 41, 42] and the surveys [2, 18, 26]. Both authors benefited a lot from

all these sources.

Received May 31, 2007
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Originally Monge wanted to move rubble (déblais) in 3-space to build up

a mound or fortification (remblais) minimizing the cost. Now if the rubble

consist of masses m1, . . . ,mn at locations {x1, . . . xn}, one should move them

into another set of positions {y1, . . . , yn} by minimizing the traveled distance

taking into accounts the weights. Therefore, one should try to minimize

(1)

n∑

i=1

mid(xi, T (xi)),

over all bijections T : {x1, . . . , xn} → {y1, . . . , yn}, where d is the usual Eu-

clidean distance on 3-space.

Nowadays, one would be more interested in minimizing the energy cost rather

than the traveled distance. Therefore, one would try rather to minimize

(2)
n∑

i=1

mid
2(xi, T (xi)).

Of course, one would like to generalize to continuous rather than just deal

with discrete distributions of matter. Therefore Monge transportation problem

is now stated in the following general form: given two probability measures

µ and ν, defined on the measurable spaces X and Y , find a measurable map

T : X → Y with

(3) T]µ = ν,

i.e.

ν(A) = µ
(
T−1(A)

)
∀A ⊂ Y measurable,

and in such a way that T minimize the transportation cost. This last condition

means ∫

X

c(x, T (x)) dµ(x) = min
S]µ=ν

{∫

X

c(x, S(x)) dµ(x)

}
,

where c : X × Y → R is some given cost function, and the minimum is taken

over all measurable maps S : X → Y with S]µ = ν. When condition (3) is

satisfied, we say that T is a transport map, and if T also minimizes the cost

we call it an optimal transport map.

It is easy to build examples where the Monge problem is ill-posed simply

because there is no transport map: this happens, for instance, when µ is a

Dirac mass while ν is not. This means that one needs some restrictions on the

measures µ and ν.
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Even in Euclidean spaces, and the cost c is equal to the Euclidean distance

or its square, the problem of the existence of an optimal transport map is far

from being trivial. Due to the strict convexity of the square of the Euclidean

distance, case (2) above is simpler to deal with than case (1). The reader should

consult the books and surveys given above to have a better view of the history

of the subject, in particular Villani’s second book on the subject [42]. However

for the case where the cost is a distance, like in (1), one should at least cite the

works of Sudakov [39], Evans-Gangbo [19], Feldman-McCann [23], Caffarelli-

Feldman-McCann [11], Ambrosio-Pratelli [5], and Bernard-Buffoni [8]. For the

case where the cost is the square of the Euclidean or of a Riemannian distance,

like in (2), one should at least cite the works of Knott-Smith [31], Brenier [9],

Rachev-Rüschendorf [36], Gangbo-McCann [27], McCann [33], and Bernard-

Buffoni [7].

Our work is related to the case where the cost behaves like a square of a

Riemannian distance. It is strongly inspired by the work of Bernard-Buffoni

[7]. In fact, we prove the non-compact version of this last work adapting some

techniques that were first used in the Euclidean case in [4] by Ambrosio,Gigli,

and Savaré. We show that the Monge transport problem can be solved for the

square distance on any complete Riemannian manifold without any assumption

on the compactness or curvature, with the usual restriction on the measures.

Most of the arguments in this work are well-known to specialists, at least in the

compact case, but they have not yet been assembled and adapted to the case we

treat. Of course, there is a strong overlap with some of the results that appear

in [42]. For the case where the cost behaves like the distance of a complete

non-compact Riemannian manifold see the work [24] of the second author.

We will prove a generalization of the following theorem (see Theorems 4.2

and 4.3):

Theorem 1.1: Suppose that M is a connected complete Riemannian manifold,

whose Riemannian distance is denoted by d. Suppose that r > 1. If µ and ν are

probability (Borel) measures on M , with µ absolutely continuous with respect

to Lebesgue measure, and

∫

M

dr(x, x0) dµ(x) <∞ and

∫

M

dr(x, x0) dν(x) <∞

for some x0 ∈M , then we can find a transport map T : M →M , with T]µ = ν,
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which is optimal for the cost dr on M ×M . Moreover, the map T is uniquely

determined µ-almost everywhere.

We recall that a measure on a smooth manifold is absolutely continuous with

respect to the Lebesgue measure if its representatives in charts are absolutely

continuous with respect to Lebesgue measure. Again we note that there is no

restriction on the curvature of M in the theorem above.

The paper is structured as follows: in Section 2, we recall some known results

on the general theory of the optimal transport problem, and we introduce some

useful definitions. Then, in Section 3, we give very general results for the

existence and the uniqueness of optimal transport maps (Theorems 3.1 and

3.2, and Complement 3.4). In Section 4, the above results are applied to the

case of costs functions coming from (weak) Tonelli Lagrangians (Theorems 4.2

and 4.3). In Section 5, we study the so called “dispacement interpolation,”

showing a countably Lipschitz regularity for the transport map starting from

an intermidiate time (Theorem 5.1). Finally, in the appendix, we collect all the

tecnical results about semi-concave functions and Tonelli Lagrangians used in

our proofs.

Acknowledgements. The authors would like to thank Cédric Villani for com-

municating to them his Saint-Flour Lecture Notes [42]. They also warmly thank

the anonymous referee for his comments and for pointing out to them Remark

3.5. The first author learned most of the subject from almost daily invaluable

informal conversations with Cédric Villani.

2. Background and some definitions

A major advance towards solving the Monge transport problem is due to Kan-

torovich. He proposed in [29], [30] a notion of weak solution of the transport

problem. He suggested to look for plans instead of transport maps, that is

probability measures γ in X × Y whose marginals are µ and ν, i.e.

(πX)]γ = µ and (πY )]γ = ν,

where πX : X × Y → X and πY : X × Y → Y are the canonical projec-

tions. Denoting by Π(µ, ν) the set of plans, the new minimization problem then
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becomes

(4) C(µ, ν) = min
γ∈Π(µ,ν)

{∫

M×M

c(x, y) dγ(x, y)

}
.

If γ is a minimizer for the Kantorovich formulation, we say that it is an optimal

plan. Due to the linearity of the constraint γ ∈ Π(µ, ν), weak topologies

can be used to provide existence of solutions to (4): this happens for instance

whenever X and Y are Polish spaces and c is lower semicontinuous (see [37], [41,

Proposition 2.1] or [42]). We can see the connection between the formulation of

Kantorovich and that of Monge if we notice that any transport map T induces

the plan defined by (IdX ×̃T )]µ which is concentrated on the graph of T , where

the map IdX ×̃T : X → X × Y is defined by

IdX ×̃T (x) = (x, T (x)).

It is well-known that a linear minimization problem with convex constraints,

like (4), admits a dual formulation. Before stating the duality formula, we make

some definitions similar to that of the weak KAM theory (see [21]):

Definition 2.1 (c-subsolution): We say that a pair of functions ϕ : X → R ∪

{+∞}, ψ : Y → R ∪ {−∞} is a c-subsolution if

ψ(y) − ϕ(x) ≤ c(x, y) ∀(x, y) ∈ X × Y.

Observe that when c is measurable and bounded below, and (ϕ, ψ) is a c-

subsolution with ϕ ∈ L1(µ), ψ ∈ L1(ν), then
∫

Y

ψ dν −

∫

X

ϕdµ =

∫

X×Y

(ψ(y) − ϕ(x)) dγ(x, y)

≤

∫

X×Y

c(x, y) dγ(x, y)

for all γ ∈ Π(µ, ν). If moreover
∫
X×Y

c(x, y) dγ < +∞, and
∫

X×Y

(ψ(y) − ϕ(x)) dγ(x, y) =

∫

X×Y

c(x, y) dγ(x, y),

then one would obtain the following equality:

ψ(y) − ϕ(x) = c(x, y) for γ-a.e. (x, y)

(without any measurability or integrability assumptions on (ϕ, ψ), this is just

a formal computation).
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Definition 2.2 (Calibration): Given an optimal plan γ, we say that a c-sub-

solution (ϕ, ψ) is (c, γ)-calibrated if ϕ and ψ are Borel measurable, and

ψ(y) − ϕ(x) = c(x, y) for γ-a.e. (x, y).

Theorem 2.3 (Duality formula): Let X and Y be Polish spaces equipped with

probability measures µ and ν respectively, c : X×Y → R a lower semicontinuous

cost function bounded from below such that the infimum in the Kantorovitch

problem (4) is finite. Then a transport plan γ ∈ Π(µ, ν) is optimal if and only

if there exists a (c, γ)-calibrated subsolution (ϕ, ψ).

For a proof of this theorem see [38] and [42, Theorem 5.10 (ii)].

In this work we study Monge’s problem on manifolds for a large class of cost

functions induced by Lagrangians like in [7], where the authors consider the

case of compact manifolds. We generalize their result to arbitrary non-compact

manifolds.

Following the general scheme of proof, we will first prove a result on more

general costs, see Theorem 3.2. In this general result, the fact that the target

space for the Monge transport is a manifold is not necessary. So we will assume

that only the source space (for the Monge transport map) is a manifold.

LetM be a n-dimensional manifold (Hausdorff and with a countable basis), N

a Polish space, c : M×N → R a cost function, µ and ν two probability measures

on M and N respectively. We want to prove existence and uniqueness of an

optimal transport map T : M → N , under some reasonable hypotheses on c

and µ.

One of the conditions on the cost c is given in the following definition:

Definition 2.4 (Twist Condition): For a given cost function c(x, y), we define

the skew left Legendre transform as the partial map

Λlc : M ×N → T ∗M,

Λlc(x, y) = (x,
∂c

∂x
(x, y)),

and its definition on the domain is

D(Λlc) =
{
(x, y) ∈M ×N :

∂c

∂x
(x, y) exists

}
.

Moreover, we say that c satisfies the left twist condition if Λlc is injective on

D(Λlc).
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If N is also a manifold, one can similarly define the skew right Legendre

transform

Λrc : M ×N → T ∗N

by Λrc(x, y) = (y, ∂c∂y (x, y)). The map Λrc is defined on the domain D(Λrc) =

{(x, y) ∈ M × N : ∂c
∂y (x, y) exists}. We say that c satisfies the right twist

condition if Λrc is injective on D(Λrc).

The usefulness of these definitions will be clear in the Section 4, in which we

will treat the case where M = N and the cost is induced by a Lagrangian. This

condition has already appeared in the subject. This fact (explicitly or not) was

known to Gangbo (oral communication) and Villani (see [41, page 90]) among

others. It is used in [7], since it is always satisfied for a cost coming from a

Lagrangian, as we will see below. We borrow the terminology “twist condition”

from the theory of Dynamical Systems: if h : R×R → R, (x, y) 7→ h(x, y) is C2,

one says that h satisfies the twist condition if there exists a constant α > 0 such

that ∂2h
∂x∂y ≥ α everywhere. In that case both maps Λlh : R×R → R×R, (x, y) 7→

(x, ∂h/∂x(x, y)) and Λrh : R×R → R×R, (x, y) 7→ (y, ∂h/∂y(x, y)) are C1 diffeo-

morphisms. The twist map f : R×R → R×R associated with h is determined

by f(x1, v1) = (x2, v2), where v1 = −∂h/∂x(x1, x2), v2 = ∂h/∂y(x1, x2), which

means f(x1, v1) = Λrh ◦ [Λlh]
−1(x1,−v1), see [32] or [25].

Now we recall some useful measure-theoretical facts that we will need in the

sequel.

Lemma 2.5: Let M be an n-dimensional manifold, N be a Polish space, and

let c : M×N → R be a measurable function such that x 7→ c(x, y) is continuous

for any y ∈ N . Then the set

{
(x, y) :

∂c

∂x
(x, y) exists

}
is Borel measurable.

Moreover, (x, y) 7→ ∂c
∂x (x, y) is a Borel function on that set.

Proof. This is a standard result in measure theory. We give here just a sketch

of the proof.

By the locality of the statement, using charts we can assume M = Rn. Let

Tk : R
n → R

n be a dense countable family of linear maps. For any j, k ∈ N, we
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consider the Borel function

Lj,k(x, y) : = sup
|h|∈(0,1

j
)

|c(x+ h, y) − c(x, y) − Tk(h)|

|h|

= sup
|h|∈(0,1

j
),h∈Qn

|c(x+ h, y) − c(x, y) − Tk(h)|

|h|
,

where in the second equality we used the continuity of x 7→ c(x, y). Then it is

not difficult to show that the set of points where ∂c
∂x (x, y) exists can be written

as {
(x, y) : inf

j
inf
k
Lj,k(x, y) = 0

}
,

which is clearly a Borel set.

To show that x 7→ ∂c
∂x (x, y) is Borel, it suffices to note that the partial deriva-

tives

∂c

∂xi
(x, y) = lim

`→∞

c(x1, . . . , xi + 1/`, . . . , xn, y) − c(x1, . . . , xi, . . . , xn, y)

1/`

are countable limits of continuous functions, and hence are Borel measu-

rable.

Therefore, by the above lemma, D(Λlc) is a Borel set. Moreover if we assume

that c satisfies the left twist condition (that is, Λlc is injective on D(Λlc)), then

one can define

(Λlc)
−1 : T ∗M ⊃ Λlc(D(Λlc)) → D(Λlc) ⊂M ×N.

Then, by the injectivity assumption, one has that Λlc(D(Λlc)) is still a Borel set,

and (Λlc)
−1 is a Borel map (see [17, Proposition 8.3.5 and Theorem 8.3.7], [22]).

We can so extend (Λlc)
−1 as a Borel map on the whole T ∗M as

Λl,invc (x, p) =





(Λlc)
−1(x, p) if p ∈ T ∗

xM ∩ Λlc(D(Λlc)),

(x, ȳ) if p ∈ T ∗
xM \ Λlc(D(Λlc)),

where ȳ is an arbitrary point, but fixed point, in N .

3. The main result

In order to have general results of existence and uniqueness of transport maps

which are sufficiently flexible so that they can also be used in other situations,

and to well show where measure-theoretic problems enter in the proof of the
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existence of the transport map, we will first give a general result where no

measures are present (see Appendix A.3 for the definition of locally semi-concave

function and Appendix A.7 for the definition of countably (n−1)-Lipschitz set).

Theorem 3.1: Let M be a smooth (second countable) manifold, and let N

be a Polish space. Assume that the cost c : M × N → R is Borel measurable,

bounded from below, and satisfies the following conditions:

(i) the family of maps x 7→ c(x, y) = cy(x) is locally semi-concave in x

locally uniformly in y,

(ii) the cost c satisfies the left twist condition.

Let (ϕ, ψ) be a c-subsolution, and consider the set G(ϕ,ψ) ⊂M ×N given by

G(ϕ,ψ) = {(x, y) ∈M ×N : ψ(y) − ϕ(x) = c(x, y)}.

We can find a Borel countably (n − 1)-Lipschitz set E ⊂ M and a Borel mea-

surable map T : M → N such that

G(ϕ,ψ) ⊂ Graph(T ) ∪ π−1
M (E),

where πM : M×N →M is the canonical projection, and Graph(T )= {(x, T (x)) :

x ∈M} is the graph of T .

In other words, if we define P = πM
(
G(ϕ,ψ)

)
⊂ M the part of G(ϕ,ψ) which

is above P \ E is contained a Borel graph.

More precisely, we will prove that there exist an increasing sequence of locally

semi-convex functions ϕn : M → R, with ϕ ≥ ϕn+1 ≥ ϕn on M , and an

increasing sequence of Borel subsets Cn such that

• For x ∈ Cn, the derivative dxϕn exists, ϕn+1(x) = ϕn(x) and

dxϕn+1 = dxϕn.

• If we set C =
⋃
n Cn, there exists a Borel countably (n− 1)-Lipschitz

set E ⊂M such that P \ E ⊂ C.

Moreover, the Borel map T : M → N is such that

• For every x ∈ Cn, we have

(x, T (x)) = Λl,invc (x,−dxϕn),

where Λl,invc is the extension of the inverse of Λlc defined at the end of

Section 2.
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• If x ∈ P ∩ Cn \ E, then the partial derivative ∂c
∂x(x, T (x)) exists (i.e.

(x, T (x)) ∈ D(Λlc) ), and

∂c

∂x
(x, T (x)) = −dxϕn.

In particular, if x ∈ P ∩ Cn \E, we have

(x, T (x)) ∈ D(Λlc) and Λlc(x, T (x)) = (x,−dxϕn).

Therefore, thanks to the twist condition, the map T is uniquely defined on

P \ E ⊂ C.

The existence and uniqueness of a transport map is then a simple consequence

of the above theorem.

Theorem 3.2: Let M be a smooth (second countable) manifold, let N be a

Polish space, and consider µ and ν (Borel) probability measures on M and N ,

respectively. Assume that the cost c : M ×N → R is lower semicontinuous and

bounded from below. Assume moreover that the following conditions hold:

(i) the family of maps x 7→ c(x, y) = cy(x) is locally semi-concave in x

locally uniformly in y,

(ii) the cost c satisfies the left twist condition,

(iii) the measure µ gives zero mass to countably (n− 1)-Lipschitz sets,

(iv) the infimum in the Kantorovitch problem (4) is finite.

Then there exists a Borel map T : M → N , which is an optimal transport map

from µ to ν for the cost c. Morover, the map T is unique µ-a.e., and any plan

γc ∈ Π(µ, ν) optimal for the cost c is concentrated on the graph of T .

More precisely, if (ϕ, ψ) is a (c, γc)-calibrating pair, with the notation of

Theorem 3.1, there exists an increasing sequence of Borel subsets Bn, with

µ(
⋃
nBn) = 1, such that the map T is uniquely defined on B =

⋃
nBn via

∂c

∂x
(x, T (x)) = −dxϕn on Bn,

and any optimal plan γ ∈ Π(µ, ν) is concentrated on the graph of that map T .

We remark that condition (iv) is trivially satisfied if
∫

M×N

c(x, y) dµ(x) dν(y) <∞.

However we needed to state the above theorem in this more general form in

order to apply it in Section 5 (see Remark 5.2).
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Proof of Theorem 3.2. Let γc ∈ Π(µ, ν) be an optimal plan. By Theorem 2.3

there exists a (c, γ)-calibrated pair (ϕ, ψ). Consider the set

G = G(ϕ,ψ) = {(x, y) ∈M ×N : ψ(y) − ϕ(x) = c(x, y)}.

Since both M and N are Polish and both maps ϕ and ψ are Borel, the subset G

is a Borel subset of M ×N . Observe that, by the definition of (c, γc)-calibrated

pair, we have γc(G) = 1.

By Theorem 3.1 there exists a Borel countably (n − 1)-Lipschitz set E such

that G \ (πM )−1(E) is contained in the graph of a Borel map T . This implies

that

B = πM
(
G \ (πM )−1(E)

)
= πM (G) \ E ⊂M

is a Borel set, since it coincides with (IdM ×̃T )−1
(
G \ (πM )−1(E)

)
and the map

x 7→ IdM ×̃T (x) = (x, T (x)) is Borel measurable.

Thus, recalling that the first marginal of γc is µ, by assumption (iii) we get

γc((πM )−1(E)) = µ(E) = 0. Therefore γc(G \ (πM )−1(E)) = 1, so that γc

is concentrated on the graph of T , which gives the existence of an optimal

transport map. Note now that µ(B) = γc(π
−1(B)) ≥ γc(G \ (πM )−1(E)) = 1.

Therefore µ(B) = 1. Since B = P \ E, where P = πM (G), using the Borel set

Cn provided by Theorem 3.1, it follows that Bn = P ∩ Cn \ E = D ∩ Cn is a

Borel set with B =
⋃
nBn. The end of Theorem 3.1 shows that T is indeed

uniquely defined on B as said in the statement.

Let us now prove the uniqueness of the transport map µ-a.e. If S is another

optimal transport map, consider the measures γT = (IdM ×T )#µ and γS =

(IdM ×S)#µ. The measure γ̄ = 1
2 (γT + γS) ∈ Π(µ, ν) is still an optimal plan,

and therefore must be concentrated on a graph. This implies that S = T µ-a.e.,

and thus T is the unique optimal transport map. Finally, since any optimal

γ ∈ Π(µ, ν) is concentrated on a graph, we also deduce that any optimal plan

is concentrated on the graph of T .

Proof of Theorem 3.1. By definition of c-subsolution, we have ϕ > −∞ ev-

erywhere on M , and ψ < +∞ everywhere on N . Therefore, if we define

Wn = {ψ ≤ n}, we have Wn ⊂ Wn+1, and
⋃
nWn = N . Since, by hypothe-

sis (i), c(x, y) = cy(x) is locally semi-concave in x locally uniformly in y, for

each y ∈ N there exist a neighborhood Vy of y such that the family of functions

(c(·, z))z∈Vy
is locally uniformly semi-concave. Since N is separable, there exists

a countable family of points (yk)k∈N such that
⋃
k Vyk

= N . We now consider
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the sequence of subsets (Vn)n∈N ⊂ N defined as

Vn = Wn ∩
( ⋃

1≤k≤n

Vyk

)
.

We have Vn ⊂ Vn+1. Define ϕn : M → N by

ϕn(x) = sup
y∈Vn

ψ(y) − c(x, y) = max
1≤k≤n

(
sup

y∈Wn∩Vyk

ψ(y) − c(x, y)
)
.

Since ψ ≤ n on Kn, and −c is bounded from above, we see that ϕn is

bounded from above. Therefore, by hypothesis (i), the family of functions

(ψ(y) − c(·, y))y∈Wn∩Vyk
is locally uniformly semi-convex and bounded from

above. Thus, by Theorem A.4 and Proposition A.11 in the Appendix, the func-

tion ϕn is locally semi-convex. Since ψ(y) − ϕ(x) ≤ c(x, y) with equality on

G(ϕ,ψ), and Vn ⊂ Vn+1, we clearly have

ϕn ≤ ϕn+1 ≤ ϕ everywhere on M.

A key observation is now the following:

ϕ|
Pn

= ϕn|Pn
,

where Pn = πM (G(ϕ,ψ) ∩ (M × Vn)). In fact, if x ∈ Pn, by the definition of Pn

we know that there exists a point yx ∈ Vn such that (x, yx) ∈ G(ϕ,ψ). By the

definition of G(ϕ,ψ), this implies

ϕ(x) = ψ(yx) − c(x, yx) ≤ ϕn(x) ≤ ϕ(x).

Since ϕn is locally semi-convex, by Theorem A.8 in the Appendix applied to

−ϕn, it is differentiable on a Borel subset Fn such that its complement F cn is

a Borel countably (n − 1)-Lipschitz set. Let us then define F =
⋂
n Fn. The

complement E = F c =
⋃
n F

c
n is also a Borel countably (n − 1)-Lipschitz set.

We now define the Borel set

Cn = F ∩ {x ∈M : ϕk(x) = ϕn(x) ∀k ≥ n}.

We observe that Cn ⊃ Pn ∩ F .

Now we prove that G(ϕ,ψ) ∩ ((Pn ∩ F ) × Vn) is contained in a graph.

To prove this assertion, fix x ∈ Pn ∩ F . By the definition of Pn, and what

was stated above, there exists yx ∈ Vn such that

ϕ(x) = ϕn(x) = ψ(yx) − c(x, yx).
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Since x ∈ F , the map z 7→ ϕn(z) − ψ(yx) is differentiable at x. Moreover, by

condition (i), the map z 7→ −c(z, yx) = −cyx
(z) is locally semi-convex and, by

the definition of ϕn, for every z ∈M , we have ϕn(z)− ψ(yx) ≥ −c(z, yx), with

equality at z = x. These facts taken together imply that ∂c
∂x(x, yx) exists and

is equal to −dxϕn. In fact, working in a chart around x, since cyx
= c(·, yx) is

locally semi-concave, by Definition A.3 of a locally semi-concave function, there

exists linear map lx such that

c(z, yx) ≤ c(x, yx) + lx(z − x) + o(|z − x|),

for z in a neighborhood of x. Using also that ϕn is differentiable at x, we get

ϕn(x) − ψ(yx)+dxϕn(z − x) + o(|z − x|)

= ϕn(z) − ψ(yx)

≥ −c(z, yx)

≥ −c(x, yx) − lc(z − x) + o(|z − x|)

= ϕn(x) − ψ(yx) − lc(z − x) + o(|z − x|).

This implies that lc = −dxϕn, and that cyx
is differentiable at x with differential

at x equal to −dxϕn. Setting now Gx = {y ∈ N : ϕ(x) − ψ(y) = c(x, y)}, we

have just shown that {x} × (Gx ∩ Vn) ⊂ D(Λlc) for each x ∈ Cn, and also
∂c
∂x (x, y) = −dxϕn, for every y ∈ Gx ∩ Vn. Recalling now that, by hypothesis

(ii), the cost c satisfies the left twist condition, we obtain that Gx∩Vn is reduced

to a single element which is uniquely characterized by the equality

∂c

∂x
(x, yx) = −dxϕn.

So we have proved that G ∩ (M × Vn) is the graph over Pn ∩ F of the map T

defined uniquely, thanks to the left twist condition, by

∂c

∂x
(x, T (x)) = −dxϕn

(observe that, since ϕn ≤ ϕk for k ≥ n with equality on Pn, we have dxϕn|Pn
=

dxϕk|Pn
for k ≥ n). Since Pn+1 ⊃ Pn, and Vn ⊂ Vn+1 ↗ N , we can conclude

that G(ϕ,ψ) is a graph over
⋃
n Pn ∩ F = P ∩ F (where P = πM (G(ϕ,ψ)) =⋃

n Pn).

Observe that, for the moment, we do not know that T is a Borel map, since

Pn is not a priori Borel. Note first that by definition of Bn ⊂ Bn+1, we have

ϕn = ϕn+1 on Bn, and they are both differentiable at every point of Bn. Since
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ϕn ≤ ϕn+1 everywhere, by the same argument as above we get dxϕn = dxϕn+1

for x ∈ Bn. Thus, setting B =
⋃
nBn, we can extend T to M by

T (x) =




πNΛl,invc (x,−dxϕn) on Bn,

ȳ on M \B,

where πN : M×N → N is the canonical projection, Λl,invc is the Borel extension

of (Λlc)
−1 defined after Lemma 2.5, and ȳ is an arbitrary but fixed point in N .

Obviously, the map T thus defined is Borel measurable and extends the map T

already defined on P \ E.

In the case where µ is absolutely continuous with respect to Lebesgue measure

we can give a complement to our main theorem. In order to state it, we need

the following definition, see [4, Definition 5.5.1, page 129]:

Definition 3.3 (Approximate differential): We say that f : M → R has an

approximate differential at x ∈ M if there exists a function h : M → R

differentiable at x such that the set {f = h} has density 1 at x with respect

to the Lebesgue measure (this just means that the density is 1 in charts). In

this case, the approximate value of f at x is defined as f̃(x) = h(x), and the

approximate differential of f at x is defined as d̃xf = dxh. It is not difficult

to show that this definition makes sense. In fact, both h(x) and dxh do not

depend on the choice of h, provided x is a density point of the set {f = h}.

Another characterization of the approximate value f̃(x) and of the approxi-

mate differential d̃xf is given, in charts, saying that the sets

{
y :

|f(y) − f̃(x) − d̃xf(y − x)|

|y − x|
> ε
}

have density 0 at x for each ε > 0 with respect to Lebesgue measure. This last

definition is the one systematically used in [22]. On the other hand, for the

purpose of this paper, Definition 3.3 is more convenient.

The set of points x ∈ M where the approximate derivative d̃xf exists is

measurable; moreover, the map x 7→ d̃xf is also measurable, see [22, Theorem

3.1.4, page 214].

Complement 3.4: Under the hypothesis of Theorem 3.2, if we assume that µ

is absolutely continuous with respect to Lebesgue measure (this is stronger than

condition (iii) of Theorem 3.2), then for any calibrated pair (ϕ, ψ), the function
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ϕ is approximatively differentiable µ-a.e., and the optimal transport map T is

uniquely determined µ-a.e., thanks to the twist condition, by

∂c

∂x
(x, T (x)) = −d̃xϕ,

where d̃xϕ is the approximate differential of ϕ at x. Moreover, there exists a

Borel subset A ⊂ M of full µ measure such that d̃xϕ exists on A, the map

x 7→ d̃xϕ is Borel measurable on A, and ∂c
∂x (x, T (x)) exists for x ∈ A (i.e.

(x, T (x)) ∈ D(Λlc)).

Proof. We will use the notations and the proof of Theorems 3.1 and 3.2. We

denote by Ãn ⊂ Bn the set of x ∈ Bn which are density points for Bn with

respect to some measure λ whose measure class in charts is that of Lebesgue (for

example, one can take λ as the Riemannian measure associated to a Riemannian

metric). By Lebesgue’s Density Theorem λ(Bn \ Ãn) = 0. Since µ is absolutely

continuous with respect to Lebesgue measure, we have µ(Ãn) = µ(Bn), and

therefore Ã =
⋃
n Ãn is of full µ-measure, since µ(Bn) ↗ µ(B) = 1. Moreover,

since ϕ = ϕn on Bn and ϕn is differentiable at each point of Bn, the function

ϕ is approximatively differentiable at each point of Ãn with d̃xϕ = dxϕn.

The last part of this complement on measurability follows of course from [22,

Theorem 3.1.4, page 214]. But in this case, we can give a direct simple proof.

We choose An ⊂ Ãn Borel measurable with µ(Ãn\An) = 0. We set A =
⋃
nAn.

The set A is of full µ measure. Moreover, for every x ∈ An, the approximate

differential d̃xϕ exists and is equal to dxϕn. Thus it suffices to show that the

map x 7→ dxϕn is Borel measurable, and this follows as in Lemma 2.5.

Remark 3.5: We observe that the key steps in the results of this section, can

be summarized in the following way. Let ϕ : M → R ∪ {+∞} be a c-convex

function, that is

ϕ(x) = sup
y∈N

ψ(y) − c(x, y)

for certain ψ : N → R ∪ {−∞}, and assume ϕ 6≡ +∞. Then, if c satisfies

hypothesis (i) of Theorem 3.1, we can prove the following:

(1) There exists a non-decreasing sequence ϕn of locally semi-convex func-

tions such that
⋃
n{ϕ = ϕn} = M .

From this we deduce:
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(2a) There exists a Borel section P (x) of the cotangent bundle T ∗M and

a (n − 1)-Lipschitz set E ⊂ M such that, if x 6∈ E, P (x) is the only

possible sub-differential of ϕ at x.

(2b) The function ϕ is approximately differentiable a.e. with respect to the

Lebesgue measure.

By these facts, the duality theorem and the semi-concavity of the cost, we can

deduce the existence and uniqueness of an optimal transport (under the general

assumptions of Theorem 3.2 we use (2a), while under the assumption that the

source measure is absolutely continuous with respect to the Lebesgue measure

we use (2b)).

4. Costs obtained from Lagrangians

Now that we have proved Theorem 3.2, we want to observe that the hypotheses

are satisfied by a large class of cost functions.

We will consider first the case of a Tonelli Lagrangian L on a connected

manifold (see Definition B.4 of the Appendix for the definition of a Tonelli

Lagrangian). For t > 0, the cost ct,L : M ×M → R associated to L is given by

ct,L(x, y) = inf
γ

∫ t

0

L(γ(s), γ̇(s)) ds,

where the infimum is taken over all the continuous piecewise C1 curves γ :

[0, t] →M , with γ(0) = x, and γ(t) = y (see Definition B.18 of the appendix).

Proposition 4.1: If L : TM → R is a Tonelli Lagrangian on the connected

manifold M , then, for t > 0, the cost ct,L : M ×M → R associated to the

Lagrangian L is continuous, bounded from below, and satisfies conditions (i)

and (ii) of Theorem 3.2.

Proof. Since L is a Tonelli Lagrangian, observe that L is bounded below by C,

where C is the constant given in condition (c) of Definition B.4. Hence the cost

ct,L is bounded below by tC. By Theorem B.19 of the appendix, the cost ct,L

is locally semi-concave, and therefore continuous. Moreover, we can now apply

Proposition A.17 of the appendix to conclude that ct,L satisfies condition (i) of

Theorem 3.2.

The twist condition (ii) of Theorem 3.2 for ct,L follows from Lemma B.22 and

Proposition B.23.
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For costs coming from Tonelli Lagrangians, applying the main Theorem 3.2,

and its Complement 3.4 we obtain

Theorem 4.2: Let L be a Tonelli Lagrangian on the connected manifold M .

Fix t > 0, µ, ν a pair of probability measure on M , with µ giving measure

zero to countably (n − 1)-Lipschitz sets, and assume that the infimum in the

Kantorovitch problem (4) with cost ct,L is finite. Then there exists a uniquely

µ-almost everywhere defined transport map T : M → M from µ to ν which is

optimal for the cost ct,L. Moreover, any plan γ ∈ Π(µ, ν), which is optimal for

the cost ct,L, verifies γ(Graph(T )) = 1.

If µ is absolutely continuous with respect to Lebesgue measure, and (ϕ, ψ) is

a ct,L-calibrated subsolution for (µ, ν), then we can find a Borel set B of full

µ measure, such that the approximate differential d̃xϕ of ϕ at x is defined for

x ∈ B, the map x 7→ d̃xϕ is Borel measurable on B, and the transport map T

is defined on B (hence µ-almost everywhere) by

T (x) = π∗φHt (x, d̃xϕ),

where π∗ : T ∗M → M is the canonical projection, and φHt is the Hamiltonian

flow of the Hamiltonian H associated to L.

We can also give the following description for T valid on B (hence µ-almost

everywhere):

T (x) = πφLt (x, g̃rad
L

x (ϕ)),

where φLt is the Euler-Lagrange flow of L, and x→ g̃rad
L

x (ϕ) is the measurable

vector field on M defined on B by

∂L

∂v
(x, g̃rad

L

x (ϕ)) = d̃xϕ.

Moreover, for every x ∈ B, there is a unique L-minimizer γ : [0, t] → M , with

γ(0) = x, γ(t) = T (x), and the curve γ is given by γ(s) = πφLs (x, g̃rad
L

x (ϕ)), for

0 ≤ s ≤ t.

Proof. The first part is a consequence of Proposition 4.1 and Theorem 3.2.

When µ is absolutely continuous with respect to Lebesgue measure, we can

apply Complement 3.4 to obtain a Borel subset A ⊂ M of full µ measure such

that, for every x ∈ A, we have (x, T (x)) ∈ D(Λlct,L
) and

∂ct,L
∂x

(x, T (x)) = −d̃xϕ.
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By Lemma B.22 and Proposition B.23, if (x, y) ∈ D(Λlct,L
), then there is a

unique L-minimizer γ : [0, t] → M , with γ(0) = x, γ(t) = y, and this minimizer

is of the form γ(s) = πφLs (x, v), where π : TM →M is the canonical projection,

and v ∈ TxM is uniquely determined by the equation

∂ct,L
∂x

(x, y) = −
∂L

∂v
(x, v).

Therefore T (x) = πφLt (x, g̃rad
L

x (ϕ)), where g̃rad
L

x (ϕ) is uniquely determined by

∂L

∂v
(x, g̃rad

L

x (ϕ)) = −
∂ct,L
∂x

(x, T (x)) = d̃xϕ,

which is precisely the second description of T . The first description of T follows

from the second one, once we observe that

L (x, g̃rad
L

x (ϕ))) = (x,
∂L

∂v
(x, g̃rad

L

x (ϕ)) = (x, d̃xϕ)

φHt = L ◦ φLt ◦ L
−1

π∗ ◦ L = π,

where L : TM → T ∗M is the global Legendre Transform, see Definition B.8 of

the appendix.

We now turn to the proof of Theorem 1.1, which is not a consequence of The-

orem 4.2 since the cost dr with r > 1 does not come from a Tonelli Lagrangian

for r 6= 2.

Theorem 4.3: Suppose that the connected manifold M is endowed with a

Riemannian metric g which is complete. Denote by d the Riemannian distance.

If r > 1, and µ and ν are probability (Borel) measures on M , where µ gives

measure zero to countably (n− 1)-Lipschitz sets, and
∫

M

dr(x, x0) dµ(x) <∞ and

∫

M

dr(x, x0) dν(x) <∞

for some given x0 ∈ M , then we can find a transport map T : M → M , with

T]µ = ν, which is optimal for the cost dr on M ×M . Moreover, the map T is

uniquely determined µ-almost everywhere.

If µ is absolutely continuous with respect to Lebesgue measure, and (ϕ, ψ)

is a calibrated subsolution for the cost dr(x, y) and the pair of measures (µ, ν),

then the approximate differential d̃xϕ of ϕ at x is defined µ-almost everywhere,
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and the transport map T is defined µ-almost everywhere by

T (x) = expx

( g̃rad
g

x(ϕ)

r1/(r−1)‖g̃rad
g

x(ϕ)‖
(r−2)/(r−1)
x

)
,

where the approximate Riemannian gradient g̃rad
g
(ϕ) of ϕ is defined by

gx(g̃rad
g

x(ϕ), ·) = d̃xϕ,

and exp : TM → M is the exponential map of g on TM , which is globally

defined since M is complete.

Proof. We first remark that

dr(x, y) ≤ [d(x, x0) + d(x0, y)]
r ≤ [2 max(d(x, x0), d(x0, y))]

r

≤ 2r[d(x, x0)
r + d(y, x0)

r].

Therefore∫

M×M

dr(x, y) dµ(x)dν(y) ≤

∫

M×M

2r[d(x, x0)
r + d(y, x0)

r] dµ(x)dν(y)

= 2r
∫

M

dr(x, x0) dµ(x) + 2r
∫

M

dr(y, x0) dν(y)

<∞,

and thus the infimum in the Kantorovitch problem (4) with cost dr is finite.

By Example B.5, the Lagrangian Lr,g(x, v) = ‖v‖rx = gx(v, v)
r/2 is a weak

Tonelli Lagrangian. By Proposition B.24, the non-negative and continuous cost

dr(x, y) is precisely the cost c1,Lr,g
. Therefore, this cost is locally semi-concave

by Theorem B.19. By Proposition A.17, this implies that dr(x, y) satisfies

condition (i) of Theorem 3.2. The fact that the cost dr(x, y) satisfies the left

twist condition (ii) of Theorem 3.2 follows from Proposition B.24. Therefore,

there is an optimal transport map T .

If the measure µ is absolutely continuous with respect to Lebesgue mea-

sure, and (ϕ, ψ) is a calibrated subsolution for the cost dr(x, y) and the pair

of measures (µ, ν), then by Complement 3.4, for µ-almost every x, we have

(x, T (x)) ∈ D(Λlc1,Lr,g
), and

∂ct,Lr,g

∂x
(x, T (x)) = −d̃xϕ.

Since (x, T (x)) is in D(Λlc1,Lr,g
), it follows from Proposition B.24 that T (x) =

πφg1(x, vx), where π : TM → M is the canonical projection, the flow φgt is the
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geodesic flow of g on TM , and vx ∈ TxM is determined by

∂ct,Lr,g

∂x
(x, T (x)) = −

∂Lr,g
∂v

(x, vx),

or, given the equality above, by

∂Lr,g
∂v

(x, vx) = d̃xϕ.

Now the vertical derivative of Lr,g is computed in Example B.5

∂Lr,g
∂v

(x, v) = r‖v‖r−2
x gx(v, ·).

Hence vx ∈ TxM is determined by

r‖vx‖
r−2
x gx(vx, ·) = d̃xϕ = gx(g̃rad

g

x(ϕ), ·).

This gives the equality

r‖vx‖
r−2
x vx = g̃rad

g

x(ϕ),

from which we easily get

vx =
g̃rad

g

x(ϕ)

r1/(r−1)‖g̃rad
g

x(ϕ)‖
(r−2)/(r−1)
x

.

Therefore

T (x) = πφgt (x,
g̃rad

g

x(ϕ)

r1/(r−1)‖g̃rad
g

x(ϕ)‖
(r−2)/(r−1)
x

).

By definition of the exponential map exp : TM → M , we have expx(v) =

πφgt (x, v), and the formula for T (x) follows.

5. The interpolation and its absolute continuity

For a cost ct,L coming from a Tonelli Lagrangian L, Theorem 4.2 shows not only

that we have an optimal transport map T but also that this map is obtained

by following an extremal for time t. We can therefore interpolate the optimal

transport by maps Ts where we stop at intermediary times s ∈ [0, t]. We will

show in this section that these maps are also optimal transport maps for costs

coming from the same Lagrangian. Let us give now precise definitions.

For the rest of this section, we consider L a Tonelli Lagrangian on the con-

nected manifold M . We fix t > 0 and µ0 and µt two probability measures on
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M , with µ0 absolutely continuous with respect to Lebesgue measure, and such

that

min
γ∈Π(µ0,µt)

{∫

M×M

ct,L(x, y) dγ(x, y)

}
< +∞.

We call Tt the optimal transport map given by Theorem 4.2 for (ct,L, µ0, µt). We

denote (ϕ, ψ) a fixed (ct,L, γt)-calibrated pair. Therefore γt = (IdM ×̃Tt)#µ0 is

the unique optimal plan from µ0 to µt. By Theorem 4.2, we can find a Borel

subset B ⊂M such that:

• the subset B is of full µ0 measure;

• the approximate differential d̃xϕ exists for every x ∈ B, and is Borel

measurable on B;

• the map Tt is defined at every x ∈ B, and we have

Tt(x) = πφLt (x, g̃rad
L

x (ϕ)),

where φtL is the Euler-Lagrange flow of L, π : TM →M is the canonical

projection, and the Lagrangian approximate gradient x 7→ g̃rad
L

x (ϕ))

is defined by
∂L

∂v
(x, g̃rad

L

x (ϕ)) = d̃xϕ;

• for every x ∈ B, the partial derivative
∂c

∂x
(x, Tt(x)) exists, and is

uniquely defined by

∂c

∂x
(x, Tt(x)) = −d̃xϕ;

• for every x ∈ B there exists a unique L-minimizer γx : [0, t] → M

between x and Tt(x). This L-minimizer γx is given by

γx(s) = πφLs (x, g̃rad
L

x (ϕ)) ∀s ∈ [0, t];

• for every x ∈ B, we have

ψ(Tt(x)) − ϕ(x) = ct,L(x, Tt(x)).

For s ∈ [0, t], we can therefore define an interpolation Ts : M → M defined on

B, and hence µ0 almost everywhere, by

Ts(x) = γx(s) = πφLs (x, g̃rad
L

x (ϕ)).

Each map Ts is Borel measurable. In fact, since the global Legendre transform

is a homeomorphism and the approximate differential is Borel measurable, the



22 ALBERT FATHI AND ALESSIO FIGALLI Isr. J. Math.

Lagrangian approximate gradient g̃rad
L
(ϕ) is itself Borel measurable. More-

over, the map πφLs : TM →M is continuous, and thus Ts is Borel measurable.

We can therefore define the probability measure µs = Ts#µ0 on M , i.e., the

measure µs is the image of µ0 under the Borel measurable map Ts.

Theorem 5.1: Under the hypotheses above, the maps Ts satisfy the following

properties:

(i) For every s ∈]0, t[, the map Ts is the (unique) optimal transport map

for the cost cs,L and the pair of measures (µ0, µs).

(ii) For every s ∈]0, t[, the map Ts : B → M is injective. Moreover, if

we define c̄s,L(x, y) = cs,L(y, x), the inverse map T−1
s : Ts(B) → B

is the (unique) optimal transport map for the cost c̄s,L and the pair

of measures (µs, µ0), and it is countably Lipschitz (i.e., there exist a

Borel countable partition of M such that T−1
s is Lipschitz on each set).

(iii) For every s ∈]0, t[, the measure µs = Ts#µ0 is absolutely continuous

with respect to Lebesgue measure.

(iv) For every s ∈]0, t[, the composition T̂s = TtT
−1
s is the (unique) optimal

transport map for the cost ct−s,L and the pair of measures (µs, µt), and

it is countably Lipschitz.

Proof. Fix s ∈]0, t[. It is not difficult to see, from the definition of ct,L, that

(1) ct,L(x, y) ≤ cs,L(x, y) + ct−s,L(y, z), ∀x, y, z ∈M,

and even that

ct,l(x, z) = inf
y∈M

cs,L(x, y) + ct−s,L(y, z) ∀x, z ∈M.

If γ : [a, b] → M is an L-minimizer, the restriction γ|[c,d] to a subinterval

[c, d] ⊂ [a, b] is also an L-minimizer. In particular, we obtain

cb−a,L(γ(a), γ(b)) = cs−a,L(γ(a), γ(s)) + cb−s,L(γ(s), γ(b)) ∀s ∈]a, b[.

Applying this to the L-minimizer γx, we get

(2) ct,L(x, Tt(x)) = cs,L(x, Ts(x)) + ct−s,L(Ts(x), Tt(x)) ∀x ∈ B.

We define for every s ∈]0, t[, two probability measures γs, γ̂s on M ×M , by

γs = (IdM ×̃Ts)#µ0 and γ̂s = (Ts×̃Tt)#µ0,
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where IdM ×̃Ts and Ts×̃Tt are the maps from the subset B of full µ0 measure

to M ×M defined by

(IdM ×̃Ts)(x) = (x, Ts(x)), (Ts×̃Tt)(x) = (Ts(x), Tt(x)).

Note that the marginals of γs are (µ0, µs), and those of γ̂s are (µs, µt). We claim

that cs,L(x, y) is integrable for γs and γ̂t−s. In fact, we have C = infTM L >

−∞, hence cr,L ≥ Cr. Therefore, equality (2) gives

[ct,L(x, Tt(x))−Ct] = [cs,L(x, Ts(x))−Cs] + [ct−s,L(Ts(x), Tt(x))−C(t− s)]

∀x ∈ B.

Since the functions between brackets are all non-negative, we can integrate this

equality with respect to µ0 to obtain

∫

M×M

[ct,L(x, y) − Ct] dγt

=

∫

M×M

[cs,L(x, y) − Cs] dγs +

∫

M×M

[ct−s,L(x, y) − C(t− s)] dγ̂s.

But all numbers involved in the equality above are non-negative, all measures

are probability measures, and the cost ct,L is γt integrable since γt is an optimal

plan for (ct,L, µ0, µt), and the optimal cost of (ct,L, µ0, µt) is finite. Therefore,

we obtain that cs,L is γs-integrable, and ct−s,L is γ̂s-integrable.

Since by definition of a calibrating pair we have ϕ > −∞ and ψ < +∞

everywhere on M , we can find an increasing sequence of compact subsets Kn ⊂

M with
⋃
nKn = M , and we consider Vn = Kn∩{ϕ ≥ −n}, V ′

n = Kn∩{ψ ≤ n},

so that
⋃
n Vn =

⋃
n V

′
n = M .

We define the functions ϕns , ψ
n
s : M → R by

ψns (z) = inf
z̃∈Vn

ϕ(z̃) + cs,L(z̃, z), ϕns (z) = sup
z̃∈V ′

n

ψ(z̃) − ct−s,L(z, z̃),

where (ϕ, ψ) is the fixed ct,L-calibrated pair. Note that ψns is bounded

from below by −n + t infTM L > −∞. Moreover, the family of functions

(ϕ(z̃) + cs,L(z̃, ·))z̃∈V ′

n
is locally uniformly semi-concave with a linear modulus,

since this is the case for the family of functions (cs,L(z̃, ·))z̃∈V ′

n
, by Theorem B.19

and Proposition A.17. It follows from Proposition A.16 that ψns is semi-concave

with a linear modulus. A similar argument proves that −ϕns is semi-concave

with a linear modulus. Note also that, since Vn and V ′
n are both increasing
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sequences, we have ψns ≥ ψn+1
s and ϕn+1

s ≥ ϕns , for every n. Therefore, we can

define ϕs (resp., ψs) as the pointwise limit of the sequence ϕns
Using the fact that (ϕ, ψ) is a ct,L-subsolution, and inequality (1) above, we

obtain

ψ(y) − ct−s,L(z, y) ≤ ϕ(x) + cs,L(x, z) ∀x, y, z ∈M.

Therefore we obtain for x ∈ Vn, y ∈ V ′
n, z ∈M

(3) ψ(y) − ct−s,L(z, y) ≤ ϕns (z) ≤ ϕs(z) ≤ ψs(z) ≤ ψns (z) ≤ ϕ(x) + cs,L(x, z).

Inequality (3) above yields

(4) ψ(y) − ct−s,L(z, y) ≤ ϕs(z) ≤ ψs(z) ≤ ϕ(x) + cs,L(x, z) ∀x, y, z ∈M.

In particular, the pair (ϕ, ψs) is a cs,L-subsolution, and the pair (ϕs, ψ) is a

ct−s,L-subsolution. Moreover, ϕ, ψs, ϕs and ψ are all Borel measurable.

We now define

Bn = B ∩ Vn ∩ T−1
t (V ′

n),

so that
⋃
nBn = B has full µ0-measure.

If x ∈ Bn, it satisfies x ∈ Vn and Tt(x) ∈ V ′
n. From Inequality (3) above, we

obtain

ψ(Tt(x)) − ct−s,L(Ts(x), Tt(x)) ≤ ϕns (Ts(x)) ≤ ϕs(Ts(x)) ≤ ψs(Ts(x))

≤ ψns (Ts(x)) ≤ ϕ(x) + cs,L(x, Ts(x))

Since Bn ⊂ B, for x ∈ Bn, we have ψ(Tt(x))−ϕ(x) = ct,L(x, Tt(x)). Combining

this with equality (2), we conclude that the two extreme terms in the inequality

above are equal. Hence, for every x ∈ Bn, we have

ψ(Tt(x)) − ct−s,L(Ts(x), Tt(x)) = ϕns (Ts(x)) = ϕs(Ts(x)) = ψs(Ts(x))

= ψns (Ts(x)) = ϕ(x) + cs,L(x, Ts(x)).(5)

In particular, we get

ψs(Ts(x)) = ϕ(x) + cs,L(x, Ts(x)) ∀x ∈ B,

or equivalently

ψs(y) − ϕ(x) = cs,L(x, y) for γs-a.e. (x, y).

Since (ϕ, ψs) is a (Borel) cs,L-subsolution, it follows that the pair (ϕ, ψs) is

(cs,L, γs)-calibrated. Therefore, by Theorem 2.3 we get that γs = (IdM ×̃Ts)#µ0

is an optimal plan for (cs,L, µ0, µs). Moreover, since cs,L is γs-integrable, the
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infimum in the Kantorovitch problem (4) in Theorem 3.2 with cost cs,L is finite,

and therefore there exists a unique optimal transport plan. This proves (i).

Note for further reference that a similar argument, using the equality

ψ(Tt(x)) = ϕs(Ts(x)) + ct−s,L(Ts(x), Tt(x)), ∀x ∈ B,

which follows from equation (5) above, shows that the measure γ̂s = (Ts×̃Tt)#µ0

is an optimal plan for the cost ct−s,L and the pair of measures (µs, µt).

We now want to prove (ii). Since B is the increasing union of Bn = B ∩Vn ∩

T−1
t (V ′

n), it suffices to prove that Ts is injective on Bn and that the restriction

T−1
s |Ts(Bn) is locally Lipschitz on Ts(Bn).

Since Bn ⊂ Vn, by Inequality (3) above we have

(6) ϕns (y) ≤ ψns (y) ≤ ϕ(x) + cs,L(x, y) ∀x ∈ Bn, ∀y ∈M.

Moreover, by Equality (5) above

(7) ϕns (Ts(x)) = ψns (Ts(x)) = ϕ(x) + cs,L(x, Ts(x)) ∀x ∈ Bn.

In particular, we have ϕns ≤ ψns everywhere with equality at every point of

Ts(Bn). As we have said above, both functions ψns and −ϕns are locally semi-

concave with a linear modulus. It follows, from Theorem A.19, that both

derivatives dzϕ
n
s , dzψ

n
s exist and are equal for z ∈ Ts(Bn). Moreover, the map

z 7→ dzϕ
n
s = dzψ

n
s is locally Lipschitz on Ts(Bn). Note that we also get from

(6) and (7) above that for a fixed x ∈ Bn, we have ϕns ≤ ϕ(x)+ cs,L(x, ·) every-

where with equality at Ts(x). Since ϕn is semi-convex, using that cs,L(x, ·) is

semi-concave, again by Theorem A.19, we obtain that the partial derivative
∂cs,L

∂y (x, Ts(x)) of cs,L with respect to the second variable exists and is equal to

dTs(x)ϕ
n
s = dTs(x)ψ

n
s . Since γx : [0, t] → M is an L-minimizer with γx(0) = x

and γx(s) = Ts(x), it follows from Corollary B.20 that

dTs(x)ψ
n
s =

∂cs,L
∂y

(x, Ts(x)) =
∂L

∂v
(γx(s), γ̇x(s)).

Since γx is an L-minimizer, its speed curve is an orbit of the Euler-Lagrange

flow, and therefore

(Ts(x), dTs(x)ψ
n
s ) = L ((γx(s), γ̇x(s)) = L φLs (γx(0), γ̇x(0))

and

x = πφL−sL
−1(Ts(x), dTs(x)ψ

n
s ).
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It follows that Ts is injective on Bn with inverse given by the map θn : Ts(Bn) →

Bn defined, for z ∈ Ts(Bn), by

θn(z) = πφL−sL
−1(z, dzψ

n
s ).

Note that the map θn is locally Lipschitz on Ts(Bn), since this is the case for

z 7→ dzψ
n
s , and both maps φL−s,L

−1 are C1, since L is a Tonelli Lagrangian.

An analogous argument proves the countably Lipshitz regularity of T̂s = TtT
−1
s

in part (iv). Finally the optimality of T−1
s simply follows from

min
γ∈Π(µs,µ0)

{∫

M×M

c̄s,L(x, y) dγ(x, y)

}
= min

γ∈Π(µ0,µs)

{∫

M×M

cs,L(x, y) dγ(x, y)

}

=

∫

M

cs,L(x, Ts(x)) dµ0(x)

=

∫

M

c̄s,L(y, T−1
s (y)) dµs(y).

Part (iii) of the theorem follows from part (ii). In fact, if A ⊂M is Lebesgue

negligible, the image T−1
s (Ts(B) ∩ A) is also Lebesgue negligible, since T−1

s is

countably Lipschitz on Ts(B), and therefore sends Lebesgue negligible subsets

to Lebesgue negligible subsets. It remains to note, using that B is of full µ0-

measure, that µs(A) = Ts#µ0(A) = µ0(T
−1
s (Ts(B) ∩A)) = 0.

To prove part (iv), we already know that γ̂s = (Ts×̃Tt)#µ0 is an optimal

plan for the cost ct−s,L and the measures (µs, µt). Since the Borel set B is of

full µ0-measure, and Ts : B → Ts(B) is a bijective Borel measurable map, we

obtain that T−1
s is a Borel map, and µ0 = T−1

s# µs. It follows that

γ̂s = (IdM ×̃TtT
−1
s )#µs.

Therefore, the composition TtT
−1
s is an optimal transport map for the cost

ct−s,L and the pair of measures (µs, µt), and it is the only one since ct−s,L

is γ̂s-integrable and µs is absolutely continuous with respect to the Lebesgue

measure.

Remark 5.2: We observe that, in proving the uniqueness statement in parts (i)

and (iv) of the above theorem, we needed the full generality of Theorem 4.2.

Indeed, assuming
∫

M×M

ct,L(x, y) dµ0(x)dµt(y) < +∞,
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there is a priori no reason for which the two integrals

∫

M×M

cs,L(x, y) dµ0(x)dµs(y),

∫

M×M

ct−s,L(x, y) dµs(x)dµt(y)

would have to be finite. So the existence and uniqueness of a transport map

in Theorem 3.2 under the integrability assumption on c with respect to µ ⊗ ν

instead of assumption (iv) would not have been enough to obtain Theorem 5.1.

Remark 5.3: We remark that, if both µ0 and µt are not assumed to be abso-

lutely continuous, and therefore no optimal transport map necessarily exists,

one can still define an “optimal” interpolation (µs)0≤s≤t between µ0 and µt

using some measurable selection theorem; see [42, Chapter 7]. Then, adapting

our proof, one still obtains that, for any s ∈ (0, t), there exists a unique optimal

transport map Ss for (c̄s,L, µs, µ0) (resp., a unique optimal transport map Ŝs

for (ct−s,L, µs, µt)), and this map is countably Lipschitz.

We also observe that, if the manifold is compact, our proof shows that the

above maps are globally Lipschitz; see [7].

Appendix A. Semi-concave functions

We give the definition of semi-concave function and recall their principal prop-

erties. The main reference on semi-concave functions is the book [13].

We first recall the definition of a modulus (of continuity).

Definition A.1 (Modulus): A modulus ω is a continuous non-decreasing func-

tion ω : [0,+∞) → [0,+∞) such that ω(0) = 0.

We will say that a modulus is linear if it is of the form ω(t) = kt, where

k ≥ 0 is some fixed constant.

We will need the notion of superdifferential. We define it in an intrinsic way

on a manifold.

Definition A.2 (Superdifferential): Let f : M → R be a function. We say that

p ∈ T ∗
xM is a superdifferential of f at x ∈ M , and we write p ∈ D+f(x),

if there exists a function g : V → R, defined on some open subset U ⊂ M

containing x, such that g ≥ f , g(x) = f(x), and g is differentiable at x with

dxg = p.
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We now give the definition of a semi-concave function on an open subset of

a Euclidean space.

Definition A.3 (Semi-concavity): Let U ⊂ Rn open. A function f : U → R is

said to be semi-concave in U with modulus ω (equivalently ω-semi-concave)

if, for each x ∈ U , we have

f(y) − f(x) ≤ 〈lx, y − x〉 + ‖y − x‖ω(‖y − x‖)

for a certain linear form lx : Rn → R.

Note that necessarily lx ∈ D+f(x). Moreover we say that f : U → R is

locally semi-concave if, for each x ∈ U , there exists an open neighborhood

of x in which f is semi-concave for a certain modulus.

We will say that the function f : U → R is locally semi-concave with a linear

modulus if, for each x ∈ U , we can find an open neighborhood Vx such that the

restriction f |Vx
is ω-semi-concave, with ω a linear modulus.

Proposition A.4: 1) Suppose fi : U → R, i = 1, . . . , k is ωi-semi-concave,

where U is an open subset of Rn. Then we have:

(i) for any α1, . . . , αk ≥ 0, the functions
∑k

i=1 αifi is (
∑k

i=1 αiωi)-semi-

concave on U .

(ii) the function minki=1 fi is (maxki=1 ωi)-semi-concave.

2) Any C1 function is locally semi-concave.

Proof. The proof of 1)(i) is obvious. For the proof of (ii), we fix x ∈ U and find

i0 ∈ {1, . . . , k} such that minki=1 fi(x) = fi0(x). Since fi0 is ωi0 -semi-concave,

we can find a linear map lx : Rn → R such that

fi0(y) − fi0(x) ≤ lx(y − x) + ‖y − x‖ωi0(‖y − x‖) ∀y ∈ U.

It clearly follows that

k
min
i=1

fi(y) −
k

min
i=1

fi(x) ≤ lx(y − x) + ‖y − x‖
k

max
i=1

ωi(‖y − x‖) ∀y ∈ U.

To prove 2), consider an open convex subset C with C̄ compact and contained

in U . By compactness of C̄ and continuity of x 7→ dxf , we can find a modulus

ω, which is a modulus of continuity for the map x 7→ dxf on C. The Mean

Value Formula in integral form

f(y) − f(x) =

∫ 1

0

dtx+(1−t)yf(y − x) dt,
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which is valid for every y, x ∈ C implies that

f(y) − f(x) ≤ dxf(y − x) + ‖y − x‖ω(‖y − x‖) ∀x, y ∈ U.

Therefore f is ω-semi-concave in the open subset C.

We now state and prove the first important consequences of the definition of

semi-concavity.

Lemma A.5: Suppose U is an open subset of R
n. Let f : U → R be an

ω-semi-concave function. Then we have:

(i) for every compact subset K ⊂ U , we can find a constant A such that

for every x ∈ K, and every linear form lx on Rn satisfying

∀y ∈ U, f(y) − f(x) ≤ 〈lx, y − x〉 + ‖y − x‖ω(‖y − x‖),

we have ‖lx‖ ≤ A;

(ii) the function f is locally Lipschitz.

Proof. From the definition, it follows that a semi-concave function is locally

bounded from above. We now show that f is also locally bounded from below.

Fix a (compact) cube C contained in U and let {y1, . . . , y2n} be the vertices of

the cube. Then, for each x ∈ C, we can write x =
∑

i αiyi, with
∑

i αi = 1. By

the semi-concavity of f we have, for each i = 1, . . . , 2n,

f(yi) − f(x) ≤ 〈lx, yi − x〉 + ‖yi − x‖ω(‖yi − x‖);

multiplying by αi and summing over i, we get
∑

i

αif(yi) ≤ f(x) +
∑

i

αi‖yi − x‖ω(‖yi − x‖) ≤ f(x) +B,

with B = DCω(DC), where DC is the diameter of the compact cube C. It

follows that

f(x) ≥ min
i
f(yi) −B ∀x ∈ C.

We now know that f is locally bounded. Using this fact, it is not difficult to

show (i). In fact, suppose that the closed ball B̄(x0, 2r), r < +∞, is contained

in U . For x ∈ B̄(x0, r), we have x − rv ∈ B̄(x0, 2r) ⊂ U for each v ∈ R
n with

‖v‖ = 1, and therefore

f(x− rv) − f(x) ≤ 〈lx,−rv〉 + ‖−rv‖ω(‖−rv‖) = −r〈lx, v〉 + rω(r).
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Since, by the compactness of B̄(x0, 2r), we already know that

B̃ = sup
z∈B̄(x0,2r)

|f(z)|

is finite, we have

〈lx, v〉 ≤
f(x) − f(x− rv)

r
+ ω(r) ≤

2B̃

r
+ ω(r).

It follows that, for x ∈ B̄(x0, r),

‖lx‖ ≤
2B̃

r
+ ω(r).

Since the compact set K ⊂ U can be covered by a finite numbers of balls

B̄(xi, ri), i = 1, . . . , `, we obtain (i).

To prove (ii), we consider a compact subset K ⊂ U and apply (i) to obtain

the constant A. We denote by DK the (finite) diameter of the compact set K.

For each x, y ∈ K,

f(y) − f(x) ≤ 〈lx, y − x〉 + ‖y − x‖ω(‖y − x‖) ≤ (‖lx‖ + ω(DK)) ‖y − x‖

≤ (A+ ω(DK))‖y − x‖.

Exchanging the role of x and y, we conclude that f is Lipschitz on K.

Let us recall that a Lipschitz real valued function defined on an open subset

of a Euclidean space is differentiable almost everywhere (with respect to the

Lebesgue measure). Therefore, by part (ii) of Lemma A.5 above we obtain the

following corollary:

Corollary A.6: A locally semi-concave real valued function defined on an

open subset of a Euclidean space is differentiable almost everywhere with respect

to the Lebesgue measure.

In fact, in the case of semi-concave functions there is a better result which is

given in Theorem A.8 below, whose proof can be found in [13, Section 4.1]. Let

us first give a definition:

Definition A.7: We say that E ⊂ Rn is countably (n − 1)-Lipschitz if there

exists a countable family of compact subsets Kj is a compact subset of Rn such

that:

(i) E is contained in
⋃
j Kj ;
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(ii) for each j there exists a hyperplane Hj ⊂ Rn = Hj ⊕H⊥
j , where H⊥

j

is the Euclidean orthogonal of Hj , such that Kj is contained in the

graph of a Lipschitz function fj : Aj → H⊥
j defined on a compact

subset Aj ⊂ Hj .

Note that in the definition above, by the graph property (ii), the compact

subset Kj has finite (n − 1)-dimensional Hausdorff measure. Therefore, any

(n−1)-Lipschitz set is contained in a Borel (in fact σ-compact) (n−1)-Lipschitz

set with σ-finite (n− 1)-dimensional Hausdorff measure.

Theorem A.8: If ϕ : U → R is a semi-concave function defined on the open

subset U of Rn, then ϕ is differentiable at each point in the complement of a

Borel countably (n− 1)-Lipschitz set.

In order to extend the definition of locally semi-concave to functions defined

on a manifold, it suffices to show that this definition is stable by composition

with diffeomorphisms.

Lemma A.9: Let U, V ⊂ Rn be open subsets. Suppose that F : V → U is a

C1 map. If f : U → R is a locally semi-concave function then f ◦ F : V → R

is also locally semi-concave. Moreover, if F is of class C2, and f : U → R is a

locally semi-concave function with a linear modulus, then f ◦F : V → R is also

locally semi-concave with a linear modulus.

Proof. Since the nature of the result is local, without loss of generality we can

assume that f : U → R is semi-concave with modulus ω. We now show that,

for every V ′ convex open subset whose closure V̄ ′ is compact and contained

in V , the restriction f ◦ F |V ′ : V ′ → R is a semi-concave function. We set

CV̄ ′ = maxz∈V̄ ′‖DzF‖ and denote by ω̂V̄ ′ a modulus of continuity for the

continuous function z 7→ DzF on the compact subset V̄ ′.

For each x, y in the compact convex subset V̄ ′ ⊂ V , we have

f(F (y)) − f(F (x)) ≤〈lF (x), F (y) − F (x)〉 + ‖F (y) − F (x)‖ω(‖F (y) − F (x)‖)

≤〈lF (x), DF (x)(y − x)〉 + ‖lF (x)‖ω̂V̄ ′(‖y − x‖)‖y − x‖

+ CV̄ ′‖y − x‖ω(CV̄ ′‖y − x‖);

Since F (V̄ ′) is a compact subset of U we can apply part (i) of Lemma A.5

to obtain that C̃V̄ ′ = supV̄ ′‖lF (x)‖ is finite. This implies that f ◦ F on V ′ is
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semi-concave with the modulus

ω̃(r) = C̃V̄ ′ ω̂V̄ ′(r) + CV̄ ′ω(CV̄ ′r).

If F is C2, then its derivative DF is locally Lipschitz on U , and we can assume

that ω̂V̄ ′ is a linear modulus. Therefore, if ω is a linear modulus, we obtain

that ω̃ is also a linear modulus.

Thanks to the previous lemma, we can define a locally semi-concave function

(resp., a locally semi-concave function for a linear modulus) on a manifold, as a

function whose restrictions to charts is, when computed in coordinates, locally

semi-concave (resp., locally semi-concave for a linear modulus). Moreover, it

suffices to check this locally semi-concavity in charts for a family of charts

whose domains of definition cover the manifold. It is not difficult to see that

Theorem A.8 is valid on any (second countable) manifold, since we can cover

such a manifold by the domains of definition of a countable family of charts.

Now we want to introduce the notion of uniformly semi-concave family of

functions.

Definition A.10: Let fi : U → R, i ∈ I, be a family of functions defined on

an open subset U of Rn. We will say that the family (fi)i∈I is uniformly ω-

semi-concave, where ω is a modulus of continuity, if each fi is ω-semi-concave.

We will say that the family (fi)i∈I is uniformly semi-concave if there exists

a modulus of continuity ω such that the family (fi)i∈I is uniformly ω-semi-

concave. We will say that the family (fi)i∈I is uniformly semi-concave with

a linear modulus, if it is uniformly ω-semi-concave, with ω of the form t 7→ kt,

where k is a fixed constant.

Theorem A.11: Suppose that fi : U → R, i ∈ I, is a family of functions

defined on an open subset U of Rn. Suppose that this family (fi)i∈I is uniformly

ω-semi-concave, where ω is a modulus of continuity. If the function

f(x) = inf
i∈I

fi(x)

is finite everywhere on U , then f : U → R is also ω-semi-concave.

Proof. Fix x0 ∈ U . We can find a sequence in such that fin(x0) ↘ f(x0) > −∞.

We choose a cube C ⊂ U with center x0. Call y1, . . . , y2n the vertices of C. By
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the argument in the beginning of the proof of Lemma A.5, we have

min
1≤j≤2n

fi(yj) ≤ fi(x0) +DCω(DC) ∀x ∈ C, ∀i ∈ I,

where DC is the diameter of the compact cube C. Using the fact that f(yj) =

infi∈I fi(yj) is finite, it follows that there exists A ∈ R such that

fi(x) ≥ A ∀x ∈ C, ∀i ∈ I.

Choose now ε > 0 such that B̄(x0, ε) ⊂ C. If li : R
n → R is a linear form such

that

fi(y) ≤ fi(x0) + 〈li, y − x0〉 + ‖y − x0‖ω(‖y − x0‖) ∀y ∈ U,

we obtain that, for every v ∈ Rn of norm 1,

A ≤ fi(x0) + 〈li, εv〉 + εω(ε).

Since fin(x0) ↘ f(x0), we can assume fin(x0) ≤ M < +∞ for all n, that

implies

‖lin‖ ≤
M −A

ε
+ ω(ε) <∞.

Up to extracting a subsequence, we can assume lin → l in R
n∗, the dual space

of Rn. Then, as for every y ∈ U we have f(y) ≤ fin(y), passing to the limit in

n in the inequality

f(y) ≤ fin(x0) + 〈lin , y − x0〉 + ‖y − x0‖ω(‖y − x0‖),

we get

f(y) ≤ f(x0) + 〈l, y − x0〉 + ‖y − x0‖ω(‖y − x0‖).

Since x0 ∈ U is arbitrary, this concludes the proof.

Before generalizing the notion of uniformly semi-concave family of functions

to manifolds, let us look at the following example.

Example A.12: For k ∈ R, define fk : R → R as fk(x) = kx. It is clear that the

family (fk)k∈R is ω-semi-concave for every modulus of continuity ω. In fact

fk(y) − fk(x) = k(y − x) ≤ k(y − x) + |y − x|ω(|y − x|),

since ω ≥ 0. Consider now the diffeomorphism ϕ : R
∗
+ → R

∗
+, ϕ(x) = x2.

Then there does not exist a non-empty open subset U ⊂ R∗
+, and a modulus of

continuity ω, such that the family (fk ◦ϕ|U )k∈R is (uniformly) ω-semi-concave.

Suppose in fact that

fk ◦ ϕ(y) − fk ◦ ϕ(x) ≤ lx(y − x) + |y − x|ω(|y − x|),
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where lx depends on k but not ω. Since fk ◦ ϕ is differentiable we must have

lx(y − x) = (fk ◦ ϕ)′(x)(y − x) = 2kx(y − x). Therefore, we should have

ky2 − kx2 ≤ 2kx(y − x) + |y − x|ω(|y − x|).

Fix x, y ∈ U , with y 6= x and set h = y − x. Then

kh2 ≤ |h|ω(|h|) ⇒ k ≤
ω(|h|)

|h|
∀k,

that is obviously a contradiction.

Therefore, the following is the only reasonable definition for the notion of a

uniformly locally semi-concave family of functions on a manifold.

Definition A.13: We will say that the family of functions fi : M → R, i ∈ I,

defined on the manifold M , is uniformly locally semi-concave (resp., with

a linear modulus), if we can find a cover (Uj)j∈J of M by open subsets, with

each Uj domain of a chart ϕj : Uj
∼
−→ Vj ⊂ Rn (where n is the dimension ofM),

such that for every j ∈ J the family of functions (fi ◦ ϕ
−1
j )i∈I is a uniformly

semi-concave family of functions on the open subset Vj of Rn (resp., with a

linear modulus).

The following corollary is an obvious consequence of Theorem A.11.

Corollary A.14: If the family fi : M → R, i ∈ I is uniformly locally semi-

concave (resp., with a linear modulus) and the function

f(x) = inf
i∈I

fi(x)

is finite everywhere, then f : M → R is locally semi-concave (resp., with a linear

modulus).

Definition A.15: Suppose c : M ×N → R is a function defined on the product

of the manifold M by the topological space N . We will say that the family

of functions (c(·, y))y∈N is locally uniformly locally semi-concave (resp.,

with a linear modulus), if for each y0 ∈ N we can find a neighborhood V0 of

y0 in N such that the family (c(·, y))y∈V0
is uniformly locally semi-concave on

M (resp., with a linear modulus).

Proposition A.16: Suppose c : M × N → R is a function defined on the

product of the manifold M by the topological space N , such that the family
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of functions (c(·, y))y∈N is locally uniformly locally semi-concave (resp., with a

linear modulus). If K ⊂ N is compact, and the function

fK(x) = inf
y∈K

c(x, y)

is finite everywhere on U , then fK : U → R is locally semi-concave on M (resp.,

with a linear modulus).

Proof. By compactness of K, we can find a finite family Vi, i = 1, . . . , ` of

open subsets of N such that K ⊂
⋃`
i=1 Vi, and for every i = 1, . . . , `, the

family (c(·, y))y∈Vi
is locally uniformly locally semi-concave (resp., with a linear

modulus). The function

fi(x) = inf
y∈K∩Vi

c(x, y)

is finite everywhere on U , because fi ≥ fK . It follows from Corollary A.14 that

fi is locally semi-concave on M (resp., with a linear modulus), for i = 1, . . . , `.

Since fK = min`i=1 fi, we can apply part (ii) of Proposition A.4 to conclude

that fK has the same property.

Proposition A.17: If c : M×N → R is a locally semi-concave function (resp.,

with a linear modulus) on the product of the manifolds M and N , then the

family of functions on M (c(·, y))y∈N is locally uniformly locally semi-concave

(resp., with a linear modulus).

Proof. We can cover M × N by a family (Ui ×Wj)i∈I,j∈J of open sets with

Ui open in M , Wj open in N , where Ui is the domain of a chart ϕi : Ui
∼
−→

Ũi ⊂ Rn (where n is the dimension of M) and Wj is the domain of a chart

ψj : Wj
∼
−→ W̃j ⊂ R

m (where m is the dimension of M), and such that

(x̃, ỹ) 7→ c
(
ϕ−1
i (x̃), ψ−1

j (ỹ)
)

is ωi,j-semi-concave on Ũi × W̃j , for some modulus ωi,j . It is then clear that

the family

(c(ϕ−1
i (x̃), ψ−1

j (ỹ)))ỹ∈W̃j

is uniformly locally ωi,j-semi-concave on Ũi.

The following corollary is now an obvious consequence of Propositions A.17

and A.16.
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Corollary A.18: Suppose c : M ×N → R is a locally semi-concave function

(resp., with a linear modulus) on the product of the manifolds M and N . Let

K be a compact subset of N . If the function

fK(x) = inf
y∈K

c(x, y)

is finite everywhere on U , then fK : U → R is locally semi-concave (resp., with

a linear modulus).

We end this section with another useful theorem. The proof we give is an

adaptation of the proof of [20, Lemma 3.8, page 494].

Theorem A.19: Let ϕ1, ϕ2 : M → R be two functions, with ϕ1 locally semi-

convex (i.e. −ϕ1 locally semi-concave), and ϕ2 locally semi-concave. Assume

that ϕ1 ≤ ϕ2. If we define E = {x ∈M : ϕ1(x) = ϕ2(x)}, then both ϕ1 and ϕ2

are differentiable at each x ∈ E with dxϕ1 = dxϕ2 at such a point. Moreover,

the map x 7→ dxϕ1 = dxϕ2 is continuous on E .

If ϕ1 is locally semi-convex and ϕ2 is locally semi-concave, both with a linear

modulus, then, in fact, the map x 7→ dxϕ1 = dxϕ2 is locally Lipschitz on E .

Proof. Since the statement is local in nature, we will assume that M =
◦

B is the

Euclidean unit ball of center 0 in Rn, and that −ϕ1 and ϕ2 are semi-concave

with (common) modulus ω. Suppose now that x ∈ E . We can find two linear

maps l1,x, l2,x : Rn → R such that

ϕ1(y) ≥ ϕ1(x) + l1,x(y − x) − ‖y − x‖eucω(‖y − x‖euc)

ϕ2(y) ≤ ϕ2(x) + l2,x(y − x) + ‖y − x‖eucω(‖y − x‖euc).

Using ϕ1 ≤ ϕ2, and ϕ1(x) = ϕ2(x), we obtain

l1,x(y − x) − ‖y − x‖eucω(‖y − x‖euc) ≤ ϕ1(y) − ϕ1(x)

≤ ϕ2(y) − ϕ2(x)

≤ l2,x(y − x) + ‖y − x‖eucω(‖y − x‖euc).(1)

In particular, we get

l1,x(y − x) − ‖y − x‖eucω(‖y − x‖euc) ≤ l2,x(y − x) + ‖y − x‖eucω(‖y − x‖euc),

replacing y by x+ v with ‖v‖euc small, we conclude

l1,x(v) − ‖v‖eucω(‖v‖euc) ≤ l2,x(v) + ‖v‖eucω(‖v‖euc).



Vol. 175, 2010 OPTIMAL TRANSPORTATION ON MANIFOLDS 37

Therefore

|[l2,x − l1,x](v)| ≤ 2‖v‖eucω(‖v‖euc),

for v small enough. Since l2,x − l1,x is linear it must be identically 0. We set

lx = l2,x = l1,x. For i = 1, 2 and y ∈
◦

B, we obtain from (1)

(2) |ϕi(y) − ϕi(x) − lx(y − x)| ≤ ‖y − x‖eucω(‖y − x‖euc).

This implies that ϕi is differentiable at x ∈ E , with dxϕi = l. It remains to show

the continuity of the derivative. Fix r < 1. We now find a modulus of continuity

of the derivative on the ball r
◦

B. If y1, y2 ∈ E ∩ r
◦

B, and ‖k‖euc ≤ 1− r, we can

apply (2) three times to obtain

ϕ1(y2) − ϕ1(y1) − dy1ϕ1(y2 − y1) ≤ ‖y2 − y1‖eucω(‖y2 − y1‖euc)

ϕ1(y2 + k) − ϕ1(y2) − dy2ϕ1(k) ≤ ‖k‖eucω(‖k‖euc)

− ϕ1(y2 + k) + ϕ1(y1) + dy1ϕ1(y2 + k − y1)

≤ ‖y2 + k − y1‖eucω(‖y2 + k − y1‖euc).

If we add the first two inequality to the third one, we obtain

[dy1ϕ1 − dy2ϕ1](k) ≤‖y2 − y1‖eucω(‖y2 − y1‖euc) + ‖k‖eucω(‖k‖euc)

+ [‖y2 − y1‖euc + ‖k‖euc]ω(‖y2 − y1‖euc + ‖k‖euc),

which implies, exchanging k with −k, and using that the modulus ω is non-

decreasing

|[dy1ϕ1 − dy2ϕ1](k)| ≤ 2[‖y2 − y1‖euc + ‖k‖euc]ω(‖y2 − y1‖euc + ‖k‖euc).

Since ‖y2 − y1‖euc < 2, we can apply the inequality (3) above with any k such

that ‖k‖euc = (1 − r)‖y2 − y1‖euc/2. If we divide the inequality (3) by ‖k‖euc,

and take the sup over all k such that ‖k‖euc = (1− r)‖y2 − y1‖euc/2, we obtain

‖dy1ϕ1 − dy2ϕ1‖euc ≤ 2
[ 2

1 − r
+ 1
]
ω(
(
1 +

1 − r

2

)
‖y2 − y1‖euc).

It follows that a modulus of continuity of x 7→ dxϕ1 on E ∩ r
◦

B is given by

t 7→
6 − 2r

1 − r
ω
(3 − r

2
t
)
.

This implies the continuity of the map x 7→ dxϕ1 on E ∩ r
◦

B. It also shows that

it is Lipschitz on E ∩ r
◦

B when ω is a linear modulus.
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Appendix B. Tonelli Lagrangians

B.1. Definition and background. We recall some of the basic definitions,

and some of the results in calculus of variations (in one variable). There are

many references on the subject. In [21], one can find an introduction to the

subject that is particularly suited for our purpose. Other references are [10]

and the first chapters in [35]. A brief and particularly nice description of the

main results is contained in [14].

Definition B.1 (Lagrangian): If M is a manifold, a Lagrangian on M is a

function L : TM → R. In the following we will assume that L is at least

bounded below and continuous.

Definition B.2 (Action): If L is a Lagrangian onM , for an absolutely continuous

curve γ : [a, b] →M,a ≤ b, we can define its action AL(γ) by

AL(γ) =

∫ b

a

L(γ(s), γ̇(s)) ds.

Note that the integral is well-defined with values in R ∪ {+∞}, because L

is bounded below, and s → L(γ(s), γ̇(s)) is defined a.e. and measurable. To

simplify notation, we set AL(γ) = +∞ if γ is not absolutely continuous.

Definition B.3 (Minimizer): If L is a Lagrangian on the manifold M , an ab-

solutely continuous curve γ : [a, b] → M , with a ≤ b, is an L-minimizer, if

AL(γ) ≤ AL(δ) for every absolutely continuous curve δ : [a, b] → M with the

same endpoints, i.e. such that δ(a) = γ(a) and δ(b) = γ(b).

Definition B.4 (Tonelli Lagrangian): We will say that L : TM → R is a weak

Tonelli Lagrangian on M , if it satisfies the following hypotheses:

(a) L is C1;

(b) for each x ∈M , the map L(x, ·) : TxM → R is strictly convex;

(c) there exist a complete Riemannian metric g on M and a constant

C > −∞ such that

L(x, v) ≥ ‖v‖x + C ∀(x, v) ∈ TM,

where ‖·‖x is the norm on TxM obtained from the Riemannian metric

g;

(d) for every compact subset K ⊂ M the restriction of L to TKM =⋃
x∈K TxM is superlinear in the fibers of TM → M : this means that
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for every A ≥ 0, there exists a constant C(A,K) > −∞ such that

L(x, v) ≥ A‖v‖x + C(A,K) ∀(x, v) ∈ TKM.

We will say that L is a Tonelli Lagrangian, if it is a weak Tonelli Lagrangian,

and satisfies the following two strengthening of conditions (a) and (b) above:

(a’) L is C2;

(b’) for every (x, v) ∈ TM , the second partial derivative ∂2L
∂v2 (x, v) is posi-

tive definite on TxM .

Above a compact subset of a manifold all Riemannian metrics are equiva-

lent. Therefore, if condition (d) in the definition is satisfied for one particular

Riemannian metric, then it is satisfied for any other Riemannian metric.

Note that when L is a weak Tonelli Lagrangian on M , and U : M → R is

a C1 function which is bounded below, then L + U , defined by (L + U)(x, v) =

L(x, v) + U(x) is a weak Tonelli Lagrangian. If, moreover, L is a Tonelli La-

grangian and U is C2 and bounded below, then L+ U is a Tonelli Lagrangian.

Therefore, one can generate a lot of (weak) Tonelli Lagrangians from the fol-

lowing simple example.

Example B.5: Suppose that g is a complete smooth Riemannian metric on M ,

and r > 1. We define the Lagrangian Lr,g on M by

Lr,g(x, v) = ‖v‖rx = gx(v, v)
r/2.

1) L2,g is a Tonelli Lagrangian.

2) For any r > 1, the Lagrangian is C1 and is a weak Tonelli Lagrangian.

In both cases, the Riemannian metric mentioned in condition (c) of Definition

B.4 is the same metric g.

Moreover, the vertical derivative of the Lagrangian Lr,g is given by

∂Lr,g
∂v

(x, v) = r‖v‖r−2
x gx(v, ·),

Proof. Since r > 1 it is not difficult to check that L has (in coordinates) partial

derivatives everywhere with

∂Lr,g
∂x

(x, 0) = 0 and
∂Lr,g
∂v

(x, 0) = 0,
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and that these partial derivatives are continuous. Therefore L is C1. A simple

computation gives
∂Lr,g
∂v

(x, v) = r‖v‖r−2
x gx(v, ·).

We now prove condition (c) and (d) of Definition B.4 at once. In fact, if A is

given, we have

Lr,g(x, v) = ‖v‖rx ≥ A‖v‖x −Ar/r−1,

as on can see by considering separately the two cases ‖v‖r−1
x ≥ A and ‖v‖r−1

x ≤

A. The rest of the proof is easy.

The completeness of the Riemannian metric in condition (c) of Definition B.4

above is crucial to guarantee that a set of the form

F = {γ ∈ C0([a, b],M) : γ(a) ∈ K, AL(γ) ≤ κ},

where K is a compact subset in M , κ is a finite constant and a ≤ b, is compact

in the C0 topology. In fact, condition (c) implies that the curves in such a set

F have a g-length which is bounded independently of γ. Since K is compact

(assuming M connected to simplify things) this implies that there exist x0 ∈M

and R < +∞ such that all the curves in F are contained in the closed ball

B̄(x0, R) = {y ∈ M : d(x, y) ≤ R}, where d is the distance associated to the

Riemannian metric g. But such a ball B̄(x0, R) is compact since g is complete

(Hopf-Rinow Theorem). From there, one obtains that the set F is compact in

the C0 topology; see [10, Chapters 2 and 3].

The direct method in the Calculus of Variations, see [10, Theorem 3.7, page

114] or [21] for Tonelli Lagrangians, implies:

Theorem B.6: Suppose L is a weak Tonelli Lagrangian on the connected man-

ifold M . Then for every a, b ∈ R, a < b and every x, y ∈ M , there exists

an absolutely continuous curve γ : [a, b] → M which is an L-minimizer with

γ(a) = x and γ(b) = y.

In fact, in [10, Theorem 3.7, page 114], the existence of absolutely continuous

minimizers is valid under very general hypotheses on the Lagrangian L (the C1

hypothesis on L is much stronger than necessary). We now come to the problem

of regularity of minimizers which uses the C1 hypothesis on L:

Theorem B.7: If L is a weak Tonelli Lagrangian, then every minimizer

γ : [a, b] →M is C1. Moreover, on every interval [t0, t1] contained in a domain



Vol. 175, 2010 OPTIMAL TRANSPORTATION ON MANIFOLDS 41

of a chart, it satisfies the following equality written in the coordinate system

(IEL)
∂L

∂v
(γ(t1), γ̇(t1)) −

∂L

∂v
(γ(t0), γ̇(t0)) =

∫ t1

t0

∂L

∂x
(γ(s), γ̇(s)) ds,

which is an integrated from of the Euler-lagrange equation. This implies that

∂L/∂v(γ(t), γ̇(t)) is a C1 function of t with

d

dt

[
∂L

∂v
(γ(t), γ̇(t))

]
=
∂L

∂x
(γ(t), γ̇(t)).

Moreover, if L is a Cr Tonelli Lagrangian, with r ≥ 2, then any minimizer is

of class Cr.

Proof. We will only sketch the proof. If L is a Tonelli Lagrangian, this theorem

would be a formulation of what is nowadays called Tonelli’s existence and reg-

ularity theory. In that case its proof can be found in many places, for example

[10], [14] and [21]. The fact that the regularity of minimizers holds for C1 (or

even less smooth) Lagrangians is more recent. The fact that a minimizer is Lip-

schitz has been established by Clarke and Vinter, see [16, Corollary 1, page 77

and Corollary 3.1, page 90] (again, the hypothesis L is C1 is stronger than the

one required in this last work). The same fact under weaker regularity assump-

tions on L has been proved in [3]. A short and elegant proof of the fact that a

minimizer for the class of absolutely continuous curves is necessarily Lipschitz

has been given by Clarke, see [15]. The key idea of why γ̇ should be bounded

is that the energy is conserved along absolutely continuous minimizers (this is

easy to prove for C1 minimizers, see Corollary B.15) and the sublevels of the

energy are compact (see Proposition B.16).

Once one knows that γ is Lipschitz, when L is C1 it is possible to differentiate

the action, see [10], [14] and [21]; and, using an integration by parts, one can

show that γ satisfies the following integrated form (IEL’) of the Euler-Lagrange

equation for almost every t ∈ [t0, t1], for some fixed linear form c:

(IEL’)
∂L

∂v
(γ(t), γ̇(t)) = c+

∫ t

t0

∂L

∂x
(γ(s), γ̇(s)) ds.

But the continuity of the right hand side in (IEL’) implies that ∂L/∂v(γ(t), γ̇(t))

extends continuously everywhere on [t0, t1]. Conditions (a) and (b) on L imply
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that the global Legendre transform

L : TM → T ∗M,

(x, v) 7→ (x,
∂L

∂v
(x, v)),

is continuous and injective, therefore a homeomorphism on its image by, for

example, Brouwer’s Theorem on the Invariance of Domain (see also Proposition

B.9 below). We therefore conclude that γ̇(t) has a continuous extension to

[t0, t1]. Since γ is Lipschitz this implies that γ is C1. Equation (IEL) follows

from (IEL’), which now holds everywhere by continuity.

In fact, in this paper, we will only use the cases when L is C2, in which

case this regularity of minimizers will follow from the “usual” Tonelli regularity

theory, or when L is of the form L(x, v) = ‖v‖px, p > 1, where the norm

is obtained from a C2 Riemannian metric, in which case the minimizers are

necessarily geodesics which are of course as smooth as the Riemannian metric,

see Proposition B.24 below.

To obtain further properties it is necessary to introduce the global Legendre

transform.

Definition B.8 (Global Legendre Transform): If L is a C1 Lagrangian on the

manifold L, its global Legendre transform L : TM → T ∗M , where T ∗M

is the cotangent bundle of M , is defined by

L (x, v) =
(
x,
∂L

∂v
(x, v)

)
.

Proposition B.9: If L is a weak Tonelli Lagrangian on the manifold M , then

its global Legendre transform L : TM → T ∗M is a homeomorphism from TM

onto T ∗M .

Moreover, if L is a Cr Tonelli Lagrangian with r ≥ 2, then L is Cr−1.

Proof. We first prove the surjectivity of L . Suppose p ∈ T ∗
xM . By condition

(d) in Definition B.4, we have

p(v) − L(x, v) ≤ p(v) − (‖p‖x + 1)‖v‖x−C(‖p‖x + 1, {x})

≤ −‖v‖x−C(‖p‖x + 1, {x}).

But this last quantity tends to −∞, as ‖v‖x→ +∞. Therefore the continuous

function v 7→ p(v)−L(x, v) achieves a maximum at some point vp ∈ TxM . Since
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this function is C1, its derivative at vp must be 0. This yields p−∂L/∂v(x, vp) =

0. Hence (x, p) = L (x, vp).

To prove injectivity of L , it suffices to show that for v, v′ ∈ TxM , with v 6= v′,

we have ∂L/∂v(x, v) 6= ∂L/∂v(x, v′). Consider the function ϕ : [0, 1] → R, t 7→

L(x, tv + (1 − t)v′), which by condition (b) of Definition B.4 is strictly convex.

Since it is C1, we must have ϕ′(0) 6= ϕ′(1). In fact, if that was not the case,

then the non-decreasing function ϕ′ would be constant on [0, 1], and ϕ would

be affine on [0, 1]. This contradicts strict convexity. By a simple computation,

we therefore get

∂L

∂v
(x, v′)(v − v′) = ϕ′(0) 6= ϕ′(1) =

∂L

∂v
(x, v)(v − v′).

This implies ∂L/∂v(x, v′) 6= ∂L/∂v(x, v). We now show that L is a homeomor-

phism. Since this map is continuous, and bijective, we have to check that it is

proper, i.e. inverse images under L of compact subsets of T ∗M are (relatively)

compact. For this, it suffices to show that for every compact subset K ⊂ M ,

and every C < +∞, the set

{(x, v) ∈ TM : x ∈ K,
∥∥∥∂L
∂v

(x, v)
∥∥∥
x
≤ C}

is compact. By convexity of v 7→ L(x, v), we obtain

∂L

∂v
(x, v)(v) ≥ L(x, v) − L(x, 0).

But ‖∂L/∂v(x, v)‖x ≥ ∂L/∂v(x, v)(v/‖v‖x), therefore by condition (d) of Defi-

nition B.4, we conclude that

∀A ≥ 0, ∀(x, v) ∈ TKM,
∥∥∥∂L
∂v

(x, v)
∥∥∥
x
≥ A− [C(K,A)/‖v‖x].

Taking A = C + 1, we get the inclusion

{
(x, v) ∈ TM : x ∈ K, ‖

∂L

∂v
(x, v)‖x ≤ C

}

⊂ {(x, v) ∈ TM : x ∈ K, ‖v‖x ≤ C(K,C + 1)},

and the compactness of the first set follows.

Suppose now that L is a Cr Tonelli Lagrangian with r ≥ 2. Obviously L

is Cr−1. By the inverse function theorem, to show that it is a Cr−1 diffeomor-

phism, it suffices to show that the derivative is invertible at each point of TM .
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But a simple computation in coordinates show that the derivative of L at (x, v)

is given in matrix form by
(

Id 0
∂2L
∂x∂v (x, v)

∂2L
∂v2 (x, v)

)
.

This is clearly invertible by (b’) of Definition B.4.

Definition B.10: If L is a Lagrangian on M , we define its Hamiltonian H :

T ∗M → R ∪ {+∞} by

H(x, p) = sup
v∈TxM

p(v) − L(x, v).

Proposition B.11: Let L be a weak Tonelli Lagrangian on the manifold M .

Its Hamiltonian H is everywhere finite valued and satisfies the following prop-

erties:

(a∗) H is C1, and in coordinates



∂H
∂p (L (x, v)) = v

∂H
∂x (L (x, v)) = −∂L

∂x (x, v).

(b∗) for each x ∈M , the map H(x, ·) : T ∗
xM → R is strictly convex;

(d∗) for every compact subset K ⊂ M the restriction of H to T ∗
KM =⋃

x∈K T
∗
xM is superlinear in the fibers of T ∗M →M : this means that

for every A ≥ 0, there exists a finite constant C∗(A,K) such that

H(x, p) ≥ A‖p‖x + C∗(A,K), ∀(x, p) ∈ T ∗
KM.

In particular, the function H is a proper map, i.e. inverse images under

H of compact subsets of R are compact.

If L is a Cr Tonelli Lagrangian with r ≥ 2, then

(a′∗) H is Cr;

(b′∗) for every (x, v) ∈M , the second partial derivative ∂2H
∂p2 (x, p) is positive

definite on T ∗
xM .

Proof. To show differentiability, using a chart in M , we can assume that M = U

is an open subset in Rm. Moreover, since all Riemannian metrics are equivalent

above compact subsets, replacing U by an open subset V with compact closure

contained in U , we can assume that the norm used in (c) of Definition B.4 is the



Vol. 175, 2010 OPTIMAL TRANSPORTATION ON MANIFOLDS 45

constant standard Euclidean norm ‖·‖euc on the second factor of TV = V ×Rm,

that is

L(x, v) ≥ A‖v‖euc + C(A), ∀x ∈ V, ∀v ∈ R
m,

where C(A) is a finite constant, and supx∈V L(x, 0) ≤ C < +∞.

We have T ∗V = V ×R
m∗, where R

m∗ is the dual space of R
m. We will denote

by ‖·‖euc also the dual norm on Rm∗ obtained from ‖·‖euc on Rm. We now fix

R > 0. If p ∈ Rm∗ satisfies ‖p‖euc ≤ R, we have

p(v) − L(x, v) ≤ ‖p‖euc‖v‖euc − (R+ 1)‖v‖euc − C(R+ 1)

≤ −‖v‖euc − C(R + 1).

Since L(x, 0) ≤ C for x ∈ V , it follows that, for ‖v‖euc > C − C(R + 1),

p(v) − L(x, v) ≤ −C ≤ −L(x, 0).

This implies

H(x, p) = sup
v∈Rm

p(v) − L(x, v) = sup
‖v‖euc≤C−C(R+1)

p(v) − L(x, v),

Therefore, the sup in the definition of H(x, p) is attained at a point v(x,p) with

‖v(x,p)‖euc ≤ C−C(R+1). Note that this point v(x,p) is unique (compare with

the argument proving that the Legendre transform is surjective). In fact, at

its maximum v(x,p), the C1 function v 7→ p(v) − L(x, v) must have a derivative

equal to 0, and therefore

p =
∂L

∂v
(x, v(x,p)).

This means (x, p) = L (x, v(x,p)), but the Legendre transform is injective by

Proposition B.9.

Note, furthermore, that the map

f :
(
V × {‖p‖euc ≤ R}

)
× {‖v‖euc ≤ C − C(R + 1)} → R,

((x, p), v) 7→ p(v) − L(x, v),

is C1. Therefore, we obtain that H is C1 from the following classical lemma

whose proof is left to the reader.

Lemma B.12: Let f : N × K → R, (x, k) 7→ f(x, k) be a continuous map,

where N is a manifold, and K is a compact space. Define F : N → R by

F (x) = supk∈K f(x, k). Suppose that:

(i) ∂f
∂x (x, k) exists everywhere and is continuous as a function of both

variables (x, k);
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(ii) for every x ∈ N , the set {k ∈ K : f(x, k) = F (x)} is reduced to a

single point, which we will denote by kx.

Then F is C1, and the derivative DxF of F at x is given by

DxF =
∂f

∂x
(x, kx).

Returning to the proof of Proposition B.11, by the last statement of the above

lemma we also obtain

∂H

∂p
(x, p) = v(x,p) and

∂H

∂x
(x, p) = −

∂L

∂x
(x, v(x,p))

Since (x, p) = L (x, v(x,p)), this can be rewritten as

(5)
∂H

∂p
◦ L (x, v) = v and

∂H

∂x
◦ L (x, v) = −

∂L

∂x
(x, v),

which proves (a∗). Note that when L is a Cr Tonelli Lagrangian, by Proposition

B.9 the Legendre transform L is a Cr−1 global diffeomorphism. From the

expression of the partial derivatives above, we conclude that ∂H/∂p and ∂H/∂x

are both Cr−1. This proves (a’∗).

We now prove (b’∗). Taking the derivative in v of the first equality in (5)

∂H

∂p

[
x,
∂L

∂v
(x, v)

]
= v,

we obtain the matrix equation

∂2H

∂p2
(L (x, v)) ·

∂2L

∂v2
(x, v) = IdRm ,

where the dot · represents the usual product of matrices. This means that the

matrix representative of ∂2H/∂p2(x, p) is the inverse of the matrix of a positive

definite quadratic form, therefore ∂2H/∂p2(x, p) is itself positive definite.

We prove (b∗). Suppose p1 6= p2 are both in T ∗
xM . Fix t ∈]0, 1[, and set

p3 = tp1 + (1 − t)p2. The covectors p1, p2, p3 are all distinct. Call v1, v2, v3

elements in TxM such that pi = ∂L/∂v(x, vi). By injectivity of the Legendre

transform, the tangent vectors v1, v2, v3 are also all distinct. Moreover, for

i = 1, 2 we have

H(x, pi) = pi(vi) − L(x, vi),

H(x, p3) = p3(v3) − L(x, v3) = t[p1(v3) − L(x, v3)] + (1 − t)[p2(v3) − L(x, v3)].
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Since the sup in the definition of H(x, p) is attained at a unique point, and

v1, v2, v3 are all distinct, for i = 1, 2 we must have

pi(v3) − L(x, v3) < pi(vi) − L(x, vi) = H(x, pi).

It follows that

H(x, tp1 + (1 − t)p2) < tH(x, p1) + (1 − t)H(x, p2).

It remains to prove (d∗). Fix a compact set K in M . Since

H(x, p) ≥ p(v) − L(x, v),

we obtain

H(x, p) ≥ sup
‖v‖x≤A

p(v) + inf
x∈K,‖v‖x≤A

−L(x, v).

But C∗(A,K) = infx∈K,‖v‖x≤A−L(x, v) is finite by compactness, and

sup‖v‖x≤A p(v) = A‖p‖x.

Since for a weak Tonelli Lagrangian L, the Hamiltonian H : T ∗M → R is

C1, we can define the Hamiltonian vector field XH on T ∗M . This is rather

standard and uses the fact that the exterior derivative of the Liouville form

on M defines a symplectic form on M , see [1] or [28]. The vector field XH is

entirely characterized by the fact that in coordinates obtained from a chart in

M , it is given by

XH(x, p) =
(∂H
∂p

(x, p),−
∂H

∂x
(x, p)

)
.

So the associated ODE is given by



ẋ = ∂H

∂p (x, p)

ṗ = −∂H
∂x (x, p).

In this form, it is an easy exercise to check that H is constant on any solution

of XH .

We now come to the simple and important connection between minimizers

and solutions of XH .

Theorem B.13: Suppose L is a weak Tonelli Lagrangian onM . If γ:[a, b]→M is

a minimizer for L, then the Legendre transform of its speed curve t 7→L(γ(t),γ̇(t))

is a C1 solution of the Hamiltonian vector field XH obtained from the Hamil-

tonian H associated to L.
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Moreover, if L is a Tonelli Lagrangian, there exists a (partial) C1 flow φLt on

TM such that every speed curve of an L-minimizer is a part of an orbit of φLt .

This flow is called the Euler-Lagrange flow, is defined by

φLt = L
−1 ◦ φHt ◦ L ,

where φHt is the partial flow of the C1 vector filed XH .

Proof. If we write (x(t), p(t)) = L (γ(t), γ̇(t)) then

x(t) = γ(t) and p(t) =
∂L

∂v
(γ(t), γ̇(t)).

By Theorem B.7, x(t) = γ(t) is C1 with ẋ(t) = γ̇(t). The fact that p(t) is C1

follows again from Theorem B.7, which also yields in local coordinates

ṗ(t) =
∂L

∂x
(γ(t), γ̇(t)).

Since (x(t), p(t)) = L (γ(t), γ̇(t)), we conclude from Proposition B.11 that

t 7→ (x(t), p(t)) satisfies the ODE



ẋ = ∂H

∂p (x, p)

ṗ = −∂H
∂x (x, p).

Therefore the Legendre transform of the speed curve of a minimizer is a solution

of the Hamiltonian vector field XH .

If L is a Tonelli Lagrangian, by Proposition B.11 the Hamiltonian H is C2.

Therefore the vector field XH is C1, and it defines a (partial) C1 flow φHt .

The rest follows from what was obtained above and the fact that the Legendre

transform is C1.

We recall the following definition

Definition B.14 (Energy): If L is a C1 Lagrangian on the manifold M , its en-

ergy E : TM → R is defined by

E(x, v) = H ◦ L (x, v) =
∂L

∂v
(x, v)(v) − L(x, v).

Corollary B.15 (Conservation of Energy): If L is a C1 Lagrangian on the

manifold M , and γ : [a, b] → M is a C1 minimizer for L, then the energy E is

constant on the speed curve

s 7→ (γ(s), γ̇(s)).
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Proof. In fact E(γ(s), γ̇(s)) = H ◦ L (γ(s), γ̇(s)). But s 7→ L (γ(s), γ̇(s)) is a

solution of the vector field H , and the Hamiltonian H is constant on orbits of

XH .

Proposition B.16: If L is a weak Tonelli Lagrangian on the manifold M , then

for every compact subset K ⊂M , and every C < +∞, the set

{(x, v) ∈ TM : x ∈ K, E(x, v) ≤ C}

is compact, i.e., the map E : TM → R is proper on every subset of the form

π−1(K), where K is a compact subset of M .

Proof. Since E = H ◦ L , this follows from the fact that H is proper and L is

a homeomorphism.

Proposition B.17: Let L be a weak Tonelli Lagrangian on M . Suppose K

is a compact subset of M , and t > 0. Then we can find a compact subset

K̃ ⊂ M and a finite constant A, such that every minimizer γ : [0, t] →M with

γ(0), γ(t) ∈ K satisfies γ([0, t]) ⊂ K̃ and ‖γ̇(s)‖γ(s) ≤ A for every s ∈ [0, t].

Proof. We will use as a distance d the one coming from the complete Riemann-

ian metric. All finite closed balls in this distance are compact (Hopf-Rinow

theorem). We choose x0 ∈ K, and R such that K ⊂ B(x0, R) (we could take

R = diam(K), the diameter of K). We now pick x, y ∈ K. If α : [0, t] → M is

a geodesic with α(0) = x, α(t) = y and whose length is d(x, y) (such a geodesic

exists by completeness), the inequality

d(x, y) ≤ d(x, x0) + d(x0, y) ≤ 2R

implies that α([0, t]) ⊂ B̄(x0, 3R). Moreover ‖α̇(s)‖α(s) = d(x, y)/t ≤ 2R/t for

every s ∈ [0, t]. By compactness, the Lagrangian L is bounded on the set

K = {(z, v) ∈ TM : z ∈ B̄(x0, 3R), ‖v‖z ≤ 2R/t}.

We call θ an upper bound of L on K . Obviously the action of α on [0, t] is less

than tθ, and therefore if γ : [0, t] → M is a minimizer with γ(0), γ(t) ∈ K, we

get
∫ t
0
L(γ(s), γ̇(s)) ds ≤ tθ. Using condition (c) on the Lagrangian L and what

we obtained above, we see that

Ct+

∫ t

0

‖γ̇(s)‖γ(s) ds ≤ tθ.
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It follows that we can find s0 ∈ [0, t] such that

‖γ̇(s0)‖γ(s0) ≤ θ − C.

Moreover

γ([0, t]) ⊂ B̄(γ(0), t(θ − C)) ⊂ B̄(x0, R+ t(θ − C)).

We set K̃ = B̄(x0, R+ t(θ − C)). If we define

θ1 = sup{E(z, v) : (z, v) ∈ TM, z ∈ K̃, ‖v‖z ≤ θ − C},

we see that θ1 is finite by compactness. Moreover E(γ(s0), γ̇(s0)) ≤ θ1. But,

as mentioned earlier, the energy E(γ(s), γ̇(s)) is constant on the curve. This

implies that the speed curve

s 7→ (γ(s), γ̇(s))

is contained in the compact set

K̃ = {(z, v) ∈ TM : z ∈ K̃, E(z, v) ≤ θ1}.

Observing that the set K̃ does not depend on γ, this finishes the proof.

B.2. Lagrangian costs and semi-concavity.

Definition B.18 (Costs for a Lagrangian): Suppose L : TM → R is a Lagrangian

on the connected manifold M , which is bounded from below. For t > 0, we

define the cost ct,L : M ×M → R by

ct,L(x, y) = inf
γ(0)=x,γ(t)=y

AL(γ)

where the infimum is taken over all the absolutely continuous curves γ: [0, t]→M ,

with γ(0) = x, and γ(t) = y, and AL(γ) is the action
∫ t
0 L(γ(s), γ̇(s)) ds of γ.

Using a change of variable in the integral defining the action, it is not difficult

to see that ct,L = c1,Lt where the Lagrangian Lt on M is defined by Lt(x, v) =

tL(x, t−1v). Observe that Lt is a (weak) Tonelli Lagrangian if L is.

Theorem B.19: Suppose that L : TM → R is a weak Tonelli Lagrangian.

Then, for every t > 0, the cost ct,L is locally semi-concave on M×M . Moreover,

if the derivative of L is locally Lipschitz, then ct,L is locally semi-concave with

a linear modulus.
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In particular, if L is a Tonelli Lagrangian for every t > 0, the cost ct,L is

locally semi-concave on M ×M with a linear modulus.

Proof. By the remark preceding the statement of the theorem, it suffices to

prove this for c = c1,L. Let n be the dimension of M . Choose two charts

ϕi : Ui
∼
−→ Rn, i = 0, 1, on M . We will show that

(x̃0, x̃1) 7→ c(ϕ−1
0 (x̃0), ϕ

−1
1 (x̃1))

is semi-concave on
◦

B ×
◦

B, where B is the closed Euclidean unit ball of center

0 in Rn. By Proposition B.17, we can find a constant A such that for every

minimizer γ : [0, 1] →M , with γ(i) ∈ ϕ−1
i (B), we have

‖γ̇(s)‖γ(s) ≤ A ∀s ∈ [0, 1].

We now pick δ > 0 such that for all z1, z2 ∈ Rn, with ‖z1‖euc ≤ 1, ‖z2‖euc = 2,

d(ϕ−1
i (z1), ϕ

−1
i (z2)) ≥ δ, i = 0, 1,

where ‖·‖euc denote the Euclidean norm. Then we choose ε > 0 such that

Aε < δ. It follows that

γ([0, ε]) ⊂ ϕ−1
0

(
2

◦

B
)

and γ([1 − ε, 1]) ⊂ ϕ−1
1

(
2

◦

B
)
.

We set x̃i = ϕi(γ(i)), i = 0, 1. For h0, h1 ∈ Rn we can define γ̃h0
: [0, ε] → Rn

and γ̃h1
: [1 − ε, 1] → Rn as

γ̃h0
(s) =

ε− s

ε
h0 + ϕ0(γ(s)), 0 ≤ s ≤ ε,

γ̃h1
(s) =

s− (1 − ε)

ε
h1 + ϕ1(γ(s)), 1 − ε ≤ s ≤ 1.

We observe that when h0 = 0 (or h1 = 0) the curve coincide with γ. Moreover

γ̃h0
(0) = x̃0 + h0, γ̃h1

(1) = x̃1 + h1. We suppose that ‖hi‖euc ≤ 2. In that case

the images of both γ̃h0
and γ̃h0

are contained in 4
◦

B and

‖ ˙̃γhi
(s)‖euc ≤ ‖hi‖euc + ‖(ϕi ◦ γ)

′(s)‖euc ≤ 2 + ‖(ϕi ◦ γ)
′(s)‖euc.

Since we know that the speed of γ is bounded in M , we can find a constant A1

such that

‖ ˙̃γh0
(s)‖euc ≤ A1, ∀s ∈ [0, ε],

‖ ˙̃γh1
(s)‖euc ≤ A1, ∀s ∈ [1 − ε, 1].
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To simplify a little bit the notation, we define the Lagrangian Li : Rn×Rn → R

by

Li(z, v) = L(ϕ−1
i (z), D[ϕ−1

i ](v)).

If we concatenate the three curves ϕ−1
0 ◦ γ̃h0

, γ|[ε,1−ε] and ϕ−1
1 ◦ γ̃h1

, we obtain

a curve in M between ϕ−1
0 (x̃0 + h0) and ϕ−1

1 (x̃1 + h1), and therefore

c
(
ϕ−1

0 (x̃0 + h0), ϕ
−1
1 (x̃1 + h1)

)
≤

∫ ε

0

L0(γ̃h0
(t), ˙̃γh0

(t)) dt

+

∫ 1−ε

ε

L(γ(t), γ̇(t)) dt +

∫ 1

1−ε

L1(γ̃h1
(t), ˙̃γh1

(t)) dt.

Hence

c
(
ϕ−1

0 (x̃0 + h0), ϕ
−1
1 (x̃1 + h1)

)
− c

(
ϕ−1

0 (x̃0), ϕ
−1
1 (x̃1)

)

≤

∫ ε

0

[
L0(γ̃h0

(t), ˙̃γh0
(t)) − L0(ϕ0 ◦ γ(t), (ϕ0 ◦ γ)

′(t))
]
dt

+

∫ 1

1−ε

[
L1(γ̃h1

(t), ˙̃γh1
(t)) − L1(ϕ1 ◦ γ(t), (ϕ1 ◦ γ)

′(t))
]
dt.

We now call ω a common modulus of continuity for the derivative DL0 and

DL1 on the compact set B̄(0, 4) × B̄(0, A1). Here DL0 and DL1 denote the

total derivatives of L0 and L1, i.e. with respect to all variables. When L has

a derivative which is locally Lipschitz, then DL0 and DL1 are also locally

Lipschitz on Rn×Rn, and the modulus ω can be taken linear. Since γ̃hi
(s) ∈

◦

B

(0, 4) and ‖ ˙̃γhi
(s)‖ ≤ A1, we get the estimate

c
(
ϕ−1

0 (x̃0 + h0),ϕ
−1
1 (x̃1 + h1)

)
− c
(
ϕ−1

0 (x̃0), ϕ
−1
1 (x̃1)

)

≤

∫ ε

0

DL0 (ϕ0 ◦ γ(t), (ϕ0 ◦ γ)
′(t))

(ε− t

ε
h0,−

1

ε
h0

)
dt

+

∫ 1

1−ε

DL1 (ϕ1 ◦ γ(t), (ϕ1 ◦ γ)
′(t))

( t− (1 − ε)

ε
h1,

1

ε
h1

)
dt

+ ω
(1

ε
‖h0‖euc

)1

ε
‖h0‖euc + ω

(1

ε
‖h1‖euc

)1

ε
‖h1‖euc.

We observe that the sum of the first two terms in the right hand side is linear,

while the sum of the last two is bounded by

1

ε
ω

(
1

ε
‖(h0, h1)‖euc

)
‖(h0, h1)‖euc.
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Therefore we obtain that

(x̃0, x̃1) 7→ c
(
ϕ−1

0 (x̃0), ϕ
−1
1 (x̃1)

)

is semi-concave for the modulus ω̃(r) = 1
εω
(

1
εr
)

on
◦

B ×
◦

B, as wanted.

Corollary B.20: If L is a weak Tonelli Lagrangian on the connected manifold

M , then, for every t > 0, a superdifferential of ct,L(x, y) at (x0, y0) is given by

(w0, w1) 7→
∂L

∂v
(γ(t), γ̇(t))(w1) −

∂L

∂v
(γ(0), γ̇(0))(w0),

where γ : [0, t] → M is a minimizer for L with γ(0) = x0, γ(t) = y0, and

(w0, w1) ∈ TxM × TyM = T(x,y)(M ×M).

Proof. Again, we will do it only for t = 1. If we use the notation introduced in

the previous proof, we see that a superdifferential of

(x̃0, x̃1) 7→ c
(
ϕ−1

0 (x̃0), ϕ
−1
1 (x̃1)

)

is given by

(h0, h1) 7→ l0(h0) + l1(h1),

where

(6) l0(h0) = −

∫ ε

0

[ t− ε

ε

∂L0

∂x
(ϕ0 ◦ γ(t), (ϕ0 ◦ γ)

′(t)) (h0)

+
1

ε

∂L0

∂v
(ϕ0 ◦ γ(t), (ϕ0 ◦ γ)

′(t)) (h0)
]
dt,

l1(h1) =

∫ 1

1−ε

[ t− (1 − ε)

ε

∂L1

∂x
(ϕ1 ◦ γ(t), (ϕ1 ◦ γ)

′(t)) (h1)

+
1

ε

∂L1

∂v
(ϕ1 ◦ γ(t), (ϕ1 ◦ γ)

′(t)) (h1)
]
dt.

By Theorem B.7, the curve t 7→ ϕ0 ◦ γ(t) is a C1 extremal of L0 and it satisfies

the Euler-Lagrange equation

d

dt

∂L0

∂v
(ϕ0 ◦ γ(t), (ϕ0 ◦ γ)

′(t))
∂L0

∂x
(ϕ0 ◦ γ(t), (ϕ0 ◦ γ)

′(t)) .

Using this identity in (6) an integrating by parts, we get

l0(h0) = −
∂L0

∂v
(ϕ0 ◦ γ(0), (ϕ0 ◦ γ)

′(0)) (h0).

This means that l0, reinterpreted on Tx0
M rather than on Rn, is given by

−∂L
∂v (γ(0), γ̇(0)). The treatment for l1 is the same.
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We have avoided the first variation formula in the proof of Corollary B.20,

because this is usually proved for C2 variation of curves and C2 Lagrangians.

Of course, our argument to prove this corollary is basically a proof for the first

variation formula for C1 Lagrangians. This is of course already known and the

proof is the standard one.

B.3. The twist condition for costs obtained from Lagrangians.

Lemma B.21: Let L be a weak Tonelli Lagrangian on the connected manifold

M . Suppose that L satisfies the following condition:

(UC) If γi : [ai, bi] → M, i = 1, 2 are two L-minimizers such that γ1(t0) =

γ2(t0) and γ̇1(t0) = γ̇2(t0), for some t0 ∈ [a1, b1]∩ [a2, b2], then γ1 = γ2

on the whole interval [a1, b1] ∩ [a2, b2].

Then, for every t > 0, the cost ct,L : M ×M → R satisfies the left (and the

right) twist condition of Definition 2.4.

Moreover, if (x, y) ∈ D(Λlct,L
), then we have:

(i) there is a unique L-minimizer γ : [0, t] → M such that x = γ(0), and

y = γ(t);

(ii) the speed γ̇(0) is uniquely determined by the equality

∂ct,L
∂x

(x, y) = −
∂L

∂v
(x, γ̇(0)).

Proof. We first prove part (ii). Pick γ : [0, t] → M an L-minimizer with x =

γ(0) and y = γ(t). From Corollary B.20 we obtain the equality

(∗)
∂ct,L
∂x

(x, y) = −
∂L

∂v
(x, γ̇(0)).

Since the C1 map v 7→ L(x, v) is strictly convex, the Legendre transform v ∈

TxM 7→ ∂L/∂v(x, v) is injective, and therefore γ̇(0) ∈ TxM is indeed uniquely

determined by Equation (∗) above. This proves (ii).

To prove statement (i), consider another L-minimizer γ1 : [0, t] → M is

x = γ1(0). By what we just said, we also have

∂ct,L
∂x

(x, y) = −
∂L

∂v
(x, γ̇1(0)).

By the uniqueness already proved in statement (ii), we get γ̇1(0) = γ̇(0). It now

follows from condition (UC) that γ = γ1 on the whole interval [0, t].
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The twist condition follows easily. Consider (x, y), (x, y1) ∈ D(Λlct,L
) such

that

(∗∗)
∂ct,L
∂x

(x, y) =
∂ct,L
∂x

(x, y1).

By (i) there is a unique L-minimizer γ : [0, t] →M (resp., γ1 : [0, t] →M) such

that x = γ(0), y = γ(1) (resp., x = γ1(0), y1 = γ1(1)), and

∂ct,L
∂x

(x, y) = −
∂L

∂v
(x, γ̇(0)) and

∂ct,L
∂x

(x, y1) = −
∂L

∂v
(x, γ̇1(0)).

From equation (∗∗), and the injectivity of the Legendre transform of L, it follows

that γ̇1(0) = γ̇(0). From condition (UC) we get γ = γ1 on the whole interval

[0, t]. In particular, we obtain y = γ(t) = γ1(t) = y1.

The next lemma is an easy consequence of Lemma B.21 above.

Lemma B.22: Let L be a weak Tonelli Lagrangian on M . If we can find a

continuous local flow φt defined on TM such that:

(UC’) for every L-minimizer γ : [a, b] →M , and every t1, t2 ∈ [a, b], the point

φt2−t1(γ(t1), γ̇(t1)) is defined and (γ(t2), γ̇(t2)) = φt2−t1(γ(t1), γ̇(t1)),

then L satisfies (UC). Therefore, for every t > 0, the cost ct,L : M ×M → R

satisfies the left twist (and the right) condition of Definition 2.4.

Moreover, if (x, y) ∈ D(Λlct,L
), then y = πφt(x, v), where π : TM →M is the

canonical projection, and v ∈ TxM is uniquely determined by the equation

∂ct,Lr,g

∂x
(x, y) = −

∂L

∂v
(x, v).

The curve s ∈ [0, t] 7→ πφs(x, v) is the unique L-minimizer γ : [0, t] → M with

γ(0) = x, γ(1) = y.

Note that the following proposition is contained in Theorem B.13.

Proposition B.23: If L is a Tonelli Lagrangian, then it satisfies condition

(UC’) for the Euler Lagrange flow φLt .

Proposition B.24: Suppose g is a complete Riemannian metric on the con-

nected manifold M , and r > 1. For a given t > 0, the cost ct,Lr,g
of the weak

Tonelli Lagrangian Lr,g, defined by

Lr,g(x, v) = ‖v‖rx = gx(v, v)
r/2,
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is given by

ct,Lr,g
= tr−1drg(x, y),

where dg is the distance defined by the Riemannian metric. The LagrangianLr,g

satisfies condition (UC’) of Lemma B.22 for the geodesic flow φgt of g. Therefore,

its cost ct,Lr,g
satisfies the left (and the right) twist condition. Moreover, if

(x, y) ∈ D(Λlct,Lr,g
), then y = πφgt (x, v), where π : TM → M is the canonical

projection, and v ∈ TxM is uniquely determined by the equation

∂ct,Lr,g

∂x
(x, y) = −

∂Lr,g
∂v

(x, v).

Proof. Define s by 1/s+ 1/r = 1. Let γ : [a, b] → M be a piecewise C1 curve.

Denoting by `g(γ) the Riemannian length of γ, we can apply Hölder inequality

to obtain
∫ b

a

‖γ(s)‖x ds ≤ (b− a)1/s

(∫ b

a

‖γ(s)‖rx ds

)1/r

,

with equality if and only if γ is parameterized with ‖γ(s)‖x constant, i.e. pro-

portionally to arc-length. This, of course, implies

(b − a)−r/s`g(γ)
r ≤

∫ b

a

‖γ(s)‖rx ds,

with equality if and only if γ is parameterized proportionally to arc-length. Since

any curve can be reparametrized proportionally to arc-length and r/s = r − 1,

we conclude that

ct,Lr,g
(x, y) = t1−rdg(x, y)

r,

and that an Lr,g-minimizing curve has to minimize the length between its end-

points. Therefore, any Lr,g-minimizing curve is a geodesic and its speed curve

is an orbit of the geodesic flow φgt . Therefore, Lr,g satisfies condition (UC’) of

Lemma B.22 for the geodesic flow φgt of g. The rest of the proposition follows

from Lemma B.22.
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58, Birkhäuser, Boston, 2004.

[14] F. H. Clarke, Methods of Dynamic and Nonsmooth Optimization, CBMS-NSF Regional

Conference Series in Applied Mathematics 57, Society for Industrial and Applied Math-

ematics (SIAM), Philadelphia, PA, 1989.

[15] F. H. Clarke, A Lipschitz regularity theorem, Ergodic Theory and Dynamical Systems

27 (2007), 1713–1718.

[16] F. H. Clarke and R.B. Vinter, Regularity properties of solutions to the basic problem

in the calculus of variations, Transactions of the American Mathematical Society 289

(1985), 73–98.

[17] D. L. Cohn, Measure theory, Birkhäuser Boston, Mass, 1980.
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