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Abstract. In this paper, for abelian groups and dihedral groups, we study the tensor
products of their irreducible projective representations. By explicitly determining the de-
compositions of these tensor products, we obtain the structures of the rings of projective
characters.

1. Introduction

Let G be a finite group. Let α ∈ Z2(G,C×) be a multiplier that represents an element
of order d in H2(G,C×). In this paper, a projective representation (π, V, α) of G over C of
degree n and multiplier α is a map π : G→ GL(V ) such that π(x)π(y) = α(x, y)π(xy) for
all x, y ∈ G, where V is an n-dimensional vector space over C. Changing α by a suitable
coboundary, we may assume that αd = 1. In particular, α is unitary, i.e., |α(x, y)| = 1 for
any x, y ∈ G.

Denote by RepαG the category of projective representations of G with multiplier α. In [3,
Section 2], Cheng constructed a character theory to study RepαG by exploiting the analogy
between projective representations and linear representations. Let (π, V, α) be a projective
representation of G. The character of (π, V, α) χπ : G→ C is defined by the equation

χπ(g) = Tr(π(g)) for all g ∈ G.

Up to isomorphism, each object in RepαG is determined by its character. Let (πi, Vi, α)
(i ∈ I) be the simple objects in RepαG and their corresponding characters be χi. We form
a free group

R(G,α) = ⊕i∈IZ · χi.
If α = 1, then R(G) := R(G,α) is the usual ring of characters of G. Define

R(G,α) = ⊕d−1
j=0R(G,αj).

If (π, V, α) and (π′, V ′, α′) are two projective representations of G with characters χ and
χ′ respectively, then the tensor product V ⊗ V ′ is in the obvious way a projective repre-
sentation of G with multiplier αα′, and its character is χχ′. Therefore, the group R(G,α)
has a ring structure. Moreover, it is an algebra (graded by Z/dZ) over the ring of linear
characters R(G).
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As a consequence of Brauer’s Theorem, the space SpecR(G) is connected. See for
example [11, Section 11.4] for a proof of this fact. The next question is: what can we say
about the space SpecR(G,α)→ SpecR(G)?

In this paper, in the case G is an abelian group or a dihedral group and d = 2, we
determine the structure of R(G,α) as an R(G)-module and the structure of R(G,α) as
an R(G)-algebra. In particular, we prove the following result.

Theorem 1.1. With the notation as above and let d = 2.

(1) If G is an abelian group, then R(G,α) ∼= R(G)[X] with X2 = ψ
∑

χ∈H⊥ χ, where

H ⊂ G is a subgroup, ψ ∈ Ĝ := Hom(G,C×). Both H and ψ are determined by α.
Moreover, the number of irreducible projective representations (up to isomorphism)
in RepαG is |H| (the cardinality of H).

(2) If G = D4n is a dihedral group of order 4n, then R(G,α) is generated by one
element X as an R(G)-module. This generator X can be the character of any
irreducible projective representation of G with multiplier α and X2 depends on
this choice.

The ideas of the proofs for the two cases are different. In the abelian groups case,
the proof is theoretical and we also deduce properties of Schur multipliers. Moreover, we
reprove some results of Mumford (Remarks 2.7 and 2.8). This is the content of Section 2.

In the dihedral groups case, the proof is computational and we obtain the structure
of R(G,α) by listing all simple objects in RepαG and decomposing their tensor products
explicitly. Our method here applies to more general groups. We explain this in Section
3.2 and classify projective representations of groups of type Cm n Cp (Proposition 3.1).
This is the content of Section 3.

Remark 1.2. In the dihedral groups case, if 4 - |G|, then H2(G,C×) is trivial and there is
nothing to prove. If 4 | |G|, then H2(G,C×) = Z/2Z. Therefore, Theorem 1.1 contains all
possible cases for dihedral groups.

Remark 1.3. For general G, it is not easy to give an explicit description of the graded
R(G)-algebra R(G,α). For the above two types of groups we consider in this paper, their
projective representations are all induced (with respect to the given multiplier) from one-
dimensional linear representations of special subgroups. This makes the argument and
the computation simpler. Nevertheless, in Section 2.3, for an arbitrary finite group G,
we compute the characters of symmetric powers and exterior powers of a given projective
representation of G and obtain a relation between R(G,α) and R(G,αn) for n coprime to
|G|.

Remark 1.4. In Section 3.3, we generalize the second part of Theorem 1.1 to the case of
the infinite dihedral group. In order to do so, we use a twisted version of the Peter-Weyl
Theorem. Since the authors could not find a reference for this result, we provide a detail
proof in the Appendix.

Remark 1.5. If d ≥ 3, R(G,α) in general cannot be generated by one element as an
R(G)-algebra. We would like to propose the following question: for what kind of pairs
(G,α), can R(G,α) be generated by one element as an R(G)-module and can R(G,α) be
generated by one element as an R(G)-algebra?
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Remark 1.6. One of the motivations for this paper is to generalize the results in [2], where
a special projective representation of G = Z/nZ × Z/nZ is studied. With the results in
this paper, one may generalize the results in [2, Section 2] to all abelian groups and groups
of type Cm n Cp. This is done in [4].

2. The case of abelian groups

2.1. Basic properties. In this section, G is a finite abelian group. Let α ∈ Z2(G,C×)
be a unitary cocycle. Let (π, V, α) be an irreducible projective representation of G with
multiplier α. Let (π, V , α = α−1) be the projective representation defined by V = V and

π(g) = π(g), where the last ¯ means complex conjugation. Then the tensor product π⊗ π
is a projective representation of G with multiplier αα = 1, i.e., it is a linear representation.
The character of π⊗π is χπχπ, where χπ and χπ are the characters of π and π respectively.
Let ρ : G→ C× be a one-dimensional linear representation that appears in π ⊗ π. Then

(2.1) dimC HomG(ρ, π ⊗ π) =
1

|G|
∑
g∈G

ρ(g)χπ(g)χπ(g) = dimC Hom(π ⊗ ρ, π) ≤ 1.

Therefore, the dimension must be one, i.e., every one-dimensional representation has mul-
tiplicity at most one in π ⊗ π. Define

H(V ) := {ρ ∈ Ĝ := Hom(G,C×) | dimC Hom(ρ, π ⊗ π) = 1}.

Proposition 2.1. With the notation as above, H(V ) is a subgroup of Ĝ. Moreover,

H(V ) := {ρ | ρ ∈ H(V )} coincides with H(V ).

Proof. By equation (2.1), a one-dimensional linear representation ρ is an element of H(V )
if and only if π⊗ρ is isomorphic to π as projective representations. From this observation,

it is easy to see that H(V ) is a subgroup of Ĝ.
Moreover, if ρ ∈ H(V ), then V ⊗ ρ ∼= (V ⊗ ρ)⊗ ρ ∼= V ⊗ (ρ⊗ ρ) ∼= V . Thus ρ ∈ H(V )

and the last claim follows. �

Let H(V ) ⊂ G be H(V )⊥ := {g ∈ G | ρ(g) = 1 for any ρ ∈ H(V )}. Then

(2.2) [G : H(V )] = (dimC V )2.

By [3, Propositions 2.3, 2.14], the number of irreducible projective representations in
RepαG is |H(V )|. Let (π′, V ′, α) be another irreducible projective representation of G with
multiplier α. Considering the tensor product V ⊗ V ′ as a projective representation of G
with trivial multiplier, by the same argument as above, it is easy to see that V ′ ∼= V ⊗ ρ
for some ρ ∈ Ĝ. Therefore,

V ⊗ V ∼= V ′ ⊗ V ′.
Thus H(V ) = H(V ′). This group is independent of the choice of V . From now on, we
denote it by Hα. The product (V ⊗ V )|Hα decomposes as (dimC V )2-copies of the trivial
linear representation of Hα.

Proof of the first part of Theorem 1.1. In the case α2 = 1, V and V are both projective

representations of G with the same multiplier α. Therefore, V = V ⊗ψ−1 for some ψ ∈ Ĝ.
Applying the above discussion to this case, the claim follows. �

Lemma 2.2. With the notation as above, α|Hα×Hα is a coboundary.
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Proof. Suppose that α|Hα×Hα is not a coboundary, then the irreducible projective repre-
sentations of Hα with multiplier α|Hα×Hα have dimension at least two. Let W ⊂ V |Hα
be such an irreducible object. Then W ⊗W ⊂ (V ⊗ V )|Hα is a sub-representation. By
the same argument as before, W ⊗W ∼= ⊕j∈Jχj , where χj are different one-dimensional

linear representations of Hα. This contradicts to the fact that (V ⊗ V )|Hα is a direct sum
of trivial representations of Hα. �

Consider the map f : G×G→ C× defined by

f(x, y) =
α(x, y)

α(y, x)

for any x, y ∈ G. It is easy to check that f is a bi-homomorphism and thus induces a

homomorphism λ : G→ Ĝ.

Definition 2.3. We say that α ∈ Z2(G,C×) is non-degenerate if the homomorphism

λ : G→ Ĝ is an isomorphism.

Proposition 2.4. For any h ∈ Hα and g ∈ G, α(h, g) = α(g, h). In particular, the
cocycle α is non-degenerate if and only if Hα is trivial.

Proof. A subgroup X of G is called α-symmetric if α(x, y) = α(y, x) for any x, y ∈ X. Let
K be a maximal α-symmetric subgroup of G such that Hα ⊂ K. Such K exists since Hα

is α-symmetric by Lemma 2.2.
By [3, Proposition 2.14], |K| · dimC V = |G| and V ∼= α IndGK χ. Here χ is a one-

dimensional projective representation of K with multiplier α|K×K and α Ind is the in-
duction of projective representations with respect to α (see for example [3, Section 2.2]).
Moreover, by [3, Corollary 2.11],

V |K ∼= ⊕s∈G/Kχs,

where χs(k) = α(s−1,k)
α(k,s−1)

χ(k) for k ∈ K. Therefore,

(V ⊗ V )|Hα = ⊕s,t∈G/Kχs|Hα ⊗ χt|Hα .

By the definition of Hα, χs|Hα⊗χt|Hα = 1 for any s, t ∈ G/K. Let t be the unity element,
then one obtains that α(s−1, h) = α(h, s−1) for any h ∈ Hα and s ∈ G/K. The first claim
follows and Hα ⊂ Ker(λ).

Moreover, from the above discussion, one sees that (V ⊗ V )|Ker(λ) is a direct sum of
trivial representations of Ker(λ). Since Hα is maximal with respect to this property,
Ker(λ) ⊂ Hα. The second claim follows. �

2.2. On non-degenerate cocycles. The cocycle α ∈ Z2(G,C×) defines a group Gα
which sits in the short exact sequence

1→ C× → Gα → G→ 0.

Lemma 2.5. With the notation as above, the following conditions are equivalent.

(1) C× = Cent(Gα), the center of Gα.
(2) α is non-degenerate.
(3) There are subgroups K1, K2 of G such that G = K1⊕K2, K1 and K2 are maximal

α-symmetric subgroups of G, and K2 = K̂1.
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Proof. The equivalence between (1) and (2) is clear. It is also easy to see that (3) implies
(1) and (2). To obtain (3) from (2), one observes that f : G×G→ C× induces a perfect
pairing f : K ×G/K → C× for any maximal α-symmetric subgroup K. �

Theorem 2.6. With the notation as above, there is a one-to-one correspondence between

A: the set of linear representations of Gα with C× acting as scalar multiplication,
B: the set of projective representations of G with multiplier α.

If α is non-degenerate, then up to isomorphism, there is only one irreducible linear
representation of Gα with C× acting as scalar multiplication. Every object in set A is a
direct sum of copies of this representation.

Proof. The correspondence is as follows. For any ρ : Gα → GL(V ) from set A, define
π : G → GL(V ) by π(g) = ρ(1, g). Then (π, V ) is a projective representation of G
with multiplier α. Conversely, for any (π, V, α) from set B, define ρ : Gα → GL(V ) by
ρ(a, g) = aπ(g) for a ∈ C× and g ∈ G. Then ρ is an object in set A. These two maps are
certainly inverse of each other. The claim follows.

If α is non-degenerate, then up to isomorphism, there is only one irreducible projective
representation of G with multiplier α. The second claim follows from the first. �

Remark 2.7. Let K be an α-symmetric subgroup of G. The set K̃ = {(1, k) ∈ Gα | k ∈ K}
is a subgroup of Gα. It is isomorphic to its image in G. We call such a subgroup K̃ a level
subgroup. With this convention,

(2.3) dimC V
K̃ = dimC HomRepK̃

(id, V |K̃) = dimC HomRepαK
(id, V |K).

The last dimension is one if V is irreducible, since in this case V |K ∼= ⊗χ∈K̂χ. Note that

the discussion still holds if we replace C by an algebraically closed field with characteristic
not dividing |G|, one sees that Theorem 2.6 implies [8, Proposition 3].

Remark 2.8. The above discussion is closely related to the study of theta-groups ([8], [9,
Sections 23, 24]). We explain another proof of [9, Theorem 2]. Let X be an abelian variety
over the complex numbers C. Let L be an ample line bundle over X. Then

K(L) := {x ∈ X | L is invariant under the translation of x}
is a finite group and |K(L)| = (dimCH

0(X,L))2. Since H0(X,L) is a representation of
the theta-group attached to (X,L) ([9, Page 295, Definition]), this representation must be
irreducible if the theta-group is non-degenerate.

2.3. Remarks on characters of symmetric and exterior powers. In general, it is
not easy to obtain an explicit description of R(G,α) as a graded algebra over R(G). Nev-
ertheless, for any finite group G, we may compute explicitly the characters of symmetric
and exterior powers of a given projective representation and obtain a relation between
R(G,α) and R(G,αn) for n coprime to |G| (cf. [11, Chap. 9.1, Exercises]).

Let π : G → GL(V ) be a projective representation of G with unitary multiplier α and
character χ. The projective representation (π⊗k,W := V ⊗k, αk) of G has two natural

subprojective representations πkS : G → GL(Symk(V )) and πkA : G → GL(Altk(V )). Let

χkS and χkA be the characters of πkS and πkA respectively. Define

ST (χ) =
∞∑
k=0

χkST
k, AT (χ) =

∞∑
k=0

χkAT
k,
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where T is an indeterminate.

Lemma 2.9. Let g ∈ G. Then

ST (χ)(g) =
1

det(1− π(g)T )
, AT (χ)(g) =

1

det(1 + π(g)T )
.

Proof. Let (λi) be the eigenvalues of π(g). Choose a basis (ei) of V consisting eigenvectors
of π(g). Then (ei1,i2,··· ,ik)i1≤···≤ik form a basis of Symk V , where

ei1,i2,··· ,ik =
1

k!

∑
σ∈Sk

eiσ(1) ⊗ · · · ⊗ eiσ(k) .

Thus (λi1 · · ·λik)i1≤···≤ik are eigenvalues of πkS(g) on Symk V , i.e.,

χkS(g) =
∑

i1≤···≤ik

λi1 · · ·λik(2.4)

Therefore,

1

det(1− π(g)T )
=
∏
i

1

1− λiT

=
∏
i

(
∞∑
k=0

λki T
k)

=
∞∑
k=0

(
∑

i1≤···≤ik

λi1 · · ·λik)T k = ST (χ)(g).

(2.5)

The proof for AT (χ) is similar, using the fact that 1
k!

∑
σ∈Sk sign(σ)eiσ(1)⊗· · ·⊗ eiσ(k) with

i1 < · · · < ik form a basis of Altk V . �

Let k be a positive integer. Let f be a function on G. Define function Ψk
α(f) by

Ψk
α(f)(g) = α(g, gk−1)α(g, gk−2) · · ·α(g, g)f(gk) for all g ∈ G.

Lemma 2.10. With the above notation,

ST (χ) = exp(
∞∑
k=1

Ψk
α(χ)T k/k),

AT (χ) = exp(

∞∑
k=1

(−1)k−1Ψk
α(χ)T k/k).

(2.6)

Proof. We prove the lemma for ST (χ). The other case is similar. It suffices to show that

∞∑
k=1

Ψk
α(χ)(g)T k/k = − log det(1− π(g)T ).

Since log det(1− π(g)T ) =
∑

i log(1− λiT ), it suffices to show that

Ψk
α(χ)(g) =

∑
i

λki .
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This follows from the definition of Ψk
α(χ) and the fact

π(g)k = α(g, gk−1)α(g, gk−2) · · ·α(g, g)π(gk).

Hence the lemma follows. �

Proposition 2.11. With the above notation,

nχnS =
n∑
k=1

Ψk
a(χ)χn−kS ,

nχnA =
n∑
k=1

(−1)k−1Ψk
a(χ)χn−kA .

(2.7)

Proof. We only prove the first equality. The other case is similar. By the above computa-
tion, we have

∞∑
k=0

χkST
k = exp(

∞∑
k=1

Ψk
α(χ)T k/k).

Taking derivative with respect to T on both sides, we obtain
∞∑
k=1

kχkST
k−1 = exp(

∞∑
k=1

Ψk
α(χ)T k/k)

∞∑
k=1

Ψk
α(χ)T k−1

=
∞∑
k=0

χkST
k
∞∑
k=1

Ψk
α(χ)T k−1.

(2.8)

Comparing the coefficients of Tn−1, the proposition follows. �

Corollary 2.12. With the above notation,

(1) Ψn
α sends R(G,α) to R(G,αn).

(2) Let χ be an irreducible projective character in R(G,α). If (n, |G|) = 1, then Ψn
α(χ)

is an irreducible projective character in R(G,αn).

In particular, if (n, |G|) = 1, then Ψn
α induces a bijection between R(G,α) and R(G,αn).

Proof. Using induction on n, the first claim follows easily from Proposition 2.11. For (2),
we see that Ψn

α(χ) is an element in R(G,αn) by (1). Therefore, to show that it is an irre-
ducible projective character, it suffices to show that Ψn

α(χ)(1) ≥ 0 and (Ψn
α(χ),Ψn

α(χ)) = 1.
By the assumptions on χ and n, these two conditions hold. The claim follows. �

3. The case of dihedral groups

3.1. Projective representations of groups of type Cm n Cp. In this section, G is a
semidirect product of the type CmnCp, where p is a prime number, Cm and Cp are cyclic
groups of order m and p respectively. Fix a presentation of G

G = 〈a, b | am = 1, bp = 1, bab−1 = ar〉,
where r ∈ Z≥0 and rp ≡ 1 (mod m). In this case, G is a metacyclic group. By [6, 2.11.3
Theorem],

H2(G,C×) =

{
0 if p - (m, r − 1),

Z/pZ if p | (m, r − 1).
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Let α ∈ Z2(G,C×) such that α|Cm×Cm = 1. Let (π, V, α) be an irreducible projective
representation of G with multiplier α and dimC V > 1. Then dimC V = p by [3, Corollary
3.11]. By assumption, π|Cm is a linear representation. Let χ : Cm → C× be a one-
dimensional linear representation of Cm with dimC HomCm(χ, π|Cm) ≥ 1. By Frobenius
reciprocity [3, Remark 2.9], dimC HomG(α IndGCm χ, π) ≥ 1. Since both projective repre-

sentations have dimension p and π is irreducible, π is isomorphic to α IndGCm χ. By [3,
Proposition 2.8],

(α IndGCm χ)|Cm ∼= ⊕0≤i≤p−1χ
bi ,

where χh is the twist of χ with respect to α, i.e., χh(g) = α(g,h−1)
α(h−1,hgh−1)

χ(hgh−1) for all

g ∈ G. We may choose a basis {v0, v1, . . . , vp−1} of V , where the operators π(a) and π(b)
are given by

π(a)vi = χb
i
(a)vi for 0 ≤ i ≤ p− 1, π(b)vi = vi+1.

Here the subscript i is considered modulo p. More precisely, as p× p matrices,

π(a) = diag(χ(a), χb(a), . . . , χb
p−1

(a)),

π(b) =


0 0 · · · 0 1
1 0 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 1 0

 .
(3.1)

Every element of G can be written uniquely as aibj with 0 ≤ i ≤ (m− 1) and 0 ≤ j ≤
(p − 1). Fix ζ a primitive l-th root of unity, where l = (m, 1 + r + · · · + rp−1). Define
α : G×G→ C× by

α(aibj , ai
′
bj
′
) =

{
1 if j = 0,

ζi
′(1+r+···+rj−1) otherwise.

By [6, 2.11.1 Lemma and 2.11.3 Theorem], this α is a well-defined element in Z2(G,C×)
and it represents a generator of H2(G,C×).

Proposition 3.1. Let η be a primitive m-th root of unity and ζ = ηm
′
. Here m′ = m/l.

For 0 ≤ i ≤ (m − 1), let χi : Cm → C× be the one-dimensional representation of Cm
defined by χi(a) = ηi. Each χi gives us a projective representation (πi = α IndGCm χi, Vi, α)
as defined by equation (3.1). Moreover, πi and πj are isomorphic if and only if

(3.2) j ≡ −m′(rs + rs+1 + · · ·+ rp−1) + rsi (mod m),

for some s ∈ Z and 0 ≤ s ≤ p− 1.

Proof. We only need to check the last claim. First assume that πi ∼= πj . Then πi|Cm ∼=
πj |Cm and

{χi, χbi , . . . , χb
p−1

i } = {χj , χbj , . . . , χb
p−1

j }.

Suppose that χj = χb
s

i , then equation (3.2) holds.
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On the other hand, if i and j are related by equation (3.2), then χj = χb
s

i .

dimC HomG(πi, πj) =
1

|G|
∑
g∈G

Trπi(g)Trπj(g)

=
1

|G|

m−1∑
k=0

Trπi(a
k)Trπj(ak)

=
1

|G|

m−1∑
k=0

p−1∑
t=0

χb
t

i (ak)

p−1∑
t′=0

χb
t′

j (ak)

=
1

p

p−1∑
t=0

p−1∑
t′=0

(
1

m

m−1∑
k=0

χb
t

i (ak)χb
t′

j (ak))

=
1

p

p−1∑
t=0

p−1∑
t′=0

(dimC HomCm(χb
t

i , χ
bt
′

j )).

(3.3)

The claim follows since dimC HomCm(χb
t

i , χ
bt
′

j ) =

{
1 if (t′ − t) ≡ s (mod p),

0 otherwise.
�

Remark 3.2. It is easy to check that equation (3.2) defines an equivalence relation for
elements in Z/mZ. Thus it gives us a partition of Z/mZ into m/p equivalent classes, each
class contains exactly p elements. Fix one element from each equivalence class, we obtain a
subset {i1, i2, . . . , im/p} ⊂ Z/mZ. Then the representations {πij := α IndGCm χij}j=1,2,...,m/p

is a complete set of irreducible projective representations in RepαG. Moreover, the above
discussion applies to αn as well.

We have obtained a complete and explicit classification of projective representations of
groups of type CmnCp. See also [5, Section 4] and the references there for similar results.
One understands the decompositions of tensor products of projective representations by
explicitly computing the corresponding characters. In particular, we have the following
result.

Proposition 3.3. With the notation as in Proposition 3.1, let ρi : G → GLp(C) be the

linear G-representation IndGCm χi. Then

dimC HomG(πj , ρi ⊗ πk) ≤ 1

for any 0 ≤ i, j, k ≤ (m− 1).
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Proof. By [3, Proposition 2.2],

dimC HomG(πi, πj ⊗ ρk) =
1

|G|
∑
g∈G

Trπi(g)Tr(πj ⊗ ρk)(g)

=
1

|G|

m−1∑
l=0

(

p−1∑
t=0

χb
t

i (al))(

p−1∑
t′=0

χb
t′

j (al)

p−1∑
s=0

χkrs(al))

=
1

|G|

p−1∑
t=0

p−1∑
t′=0

p−1∑
s=0

m−1∑
l=0

χb
t

i (al)χb
t′

j (al)χkrs(al)

=
1

p

p−1∑
t=0

p−1∑
t′=0

p−1∑
s=0

dimC HomCm(χb
t

i , χ
bt
′

j ⊗ χkrs).

For a fixed s, there exists exactly one pair (t, t′) with 0 ≤ t, t′ ≤ (p − 1), such that

dimC HomCm(χb
t

i , χ
bt
′

j ⊗ χkrs) = 1. The proposition follows easily. �

3.2. Projective representations of finite dihedral groups. In this section, G is a
dihedral group of order 4n. Fix a presentation of G

G = 〈a, b | a2n = 1, b2 = 1, bab = a−1〉.

Every element of G can be written uniquely as aibj with 0 ≤ i ≤ (2n− 1) and b ∈ {0, 1}.
In this case H2(G,C×) = Z/2Z. The linear representations of G are well-known ([11,
Section 5.3]). Fix ζ a primitive 2n-th root of 1.

Proposition 3.4. There exist (n − 1) two-dimensional irreducible linear representations
of G, which are given by

ρl : G→ GL2(C)

aibj 7→ AilB
j ,

(3.4)

where 1 ≤ l ≤ (n− 1), Al =

(
ζ l 0
0 ζ−l

)
, B =

(
0 1
1 0

)
.

There exist four one-dimensional representations of G, which are given by

• ρ0 : a 7→ 1, b 7→ 1.
• ρ−1 : a 7→ −1, b 7→ 1.
• ρ−2 : a 7→ 1, b 7→ −1.
• ρ−3 : a 7→ −1, b 7→ −1.

The above gives us a complete list of irreducible linear representations of G = D4n.

Let α ∈ Z2(G,C×) be the cocycle defined by

α(aibj , ai
′
bj
′
) = ζji

′
.

Here 0 ≤ i ≤ (2n − 1) and b ∈ {0, 1}. Then it is a unitary cocycle that represents
the non-trivial element in H2(G,C×). Applying Proposition 3.1, we obtain the following
result.
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Proposition 3.5. There exist n two-dimensional irreducible projective representations of
G with multiplier α, which are given by

πl : G→ GL2(C)

aibj 7→ CilB
j ,

(3.5)

where 1 ≤ l ≤ n, Cl =

(
ζ l 0
0 ζ1−l

)
, B =

(
0 1
1 0

)
.

Remark 3.6. Note that for the above chosen α, α2 6= 1. In order to be consistent with the
notation in Section 1, one may change α by the coboundary µ : G→ C× defined by

µ(ai) = µ(aib) = η−i,

where η is a fixed square root of ζ and 0 ≤ i ≤ (2n− 1).

Using the classification in Propositions 3.4 and 3.5, the following results follow from
direct computation.

Corollary 3.7. With the notation as above, the decompositions of tensor products of
irreducible projective representations of G = D4n are the following.

(1) For 1 ≤ l ≤ n− 1, ρ0 ⊗ ρl = ρ−2 ⊗ ρl = ρl, ρ−1 ⊗ ρl = ρ−3 ⊗ ρl = ρn−l.
(2) For 1 ≤ l, k ≤ n− 1,

ρl ⊗ ρk =


ρ0 ⊕ ρ−1 ⊕ ρ−2 ⊕ ρ−3 if l + k = n and l − k = 0,

ρ−1 ⊕ ρ−3 ⊕ ρ|l−k| if l + k = n and l 6= k,

ρ[l+k] ⊕ ρ0 ⊕ ρ−2 if l + k 6= n and l − k = 0,

ρ|l−k| ⊕ ρ[l+k] if l + k 6= n and l − k 6= 0.

Here [l + k] = l + k if l + k ≤ n− 1, 2n− (l + k) if l + k ≥ n+ 1.
(3) For 1 ≤ l ≤ n, ρ0 ⊗ πl = ρ−2 ⊗ πl = πl, ρ−1 ⊗ πl = ρ−3 ⊗ πl = πn−l+1.
(4) For 1 ≤ k ≤ n− 1, 1 ≤ l ≤ n,

ρk ⊗ πl = π|l−k|′ ⊕ π[l+k]′ .

Here

[l + k]′ =

{
l + k if l + k ≤ n,
2n+ 1− (l + k) if l + k ≥ n+ 1;

|l − k|′ =

{
l − k if l − k > 0,

1 + k − l if l − k ≤ 0.

(5) For 1 ≤ k ≤ n, 1 ≤ l ≤ n,

πl ⊗ πk ∼


ρ0 ⊕ ρ−1 ⊕ ρ−2 ⊕ ρ−3 if l + k = n+ 1 and l − k = 0,

ρ−1 ⊕ ρ−3 ⊕ ρ|l−k| if l + k = n+ 1 and l 6= k,

ρ[l+k−1] ⊕ ρ0 ⊕ ρ−2 if l + k 6= n+ 1 and l − k = 0,

ρ|l−k| ⊕ ρ[l+k−1] if l + k 6= n+ 1 and l − k 6= 0.

In particular, the second part of Theorem 1.1 holds.
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3.3. Projective representations of the infinite dihedral group D∞. In this section,
we apply the twisted Peter-Weyl Theorem to D∞ and generalize Section 3.2. For com-
pleteness, we give a proof of the twisted Peter-Weyl Theorem in the appendix. Starting
with Theorem A.1, as explained in [11, Section 4.3], the character theory for finite groups
generalizes to a character theory for compact groups.

Let G be a compact group and α ∈ Z2(G,C|·|=1). Let N be a closed subgroup of G.
Consider α as a multiplier of N by restriction. Let (r,W, α) be a finite dimensional projec-
tive representation of N with multiplier α. Consider the induced projective representation
π = α IndGN r on the space

V := {f ∈ L2(G,W ) | f(hg) = α(hg, g−1)r(h)f(g) for all h ∈ N, g ∈ G}.

The map π : G→ GL(V ) is defined by the equation (π(g)f)(g′) = α(g′, g)f(g′g).
Assume further that N is normal and of finite index in G. Then by [3, Section 2.2],

V |N ∼= ⊕g∈G/NW g,

and

HomG(V,E) ∼= HomN (W,E|N ).

Here (rg,W g) is the α-twist of (r,W ), i.e., W g = W and rg(h) = α(h,g−1)
α(g−1,ghg−1)

r(ghg−1), E

is any projective representation of G with multiplier α.
Let us consider the group G = D∞ := S1 n Z/2Z. Fix a presentation of G

G = 〈tθ, ι | tθ ∈ S1, ι2 = 1, ιtθι = t−θ〉,

where tθ represents the element eiθ ∈ S1. Considering the Lyndon-Hochschild-Serre spec-
tral sequence of the sequence

0→ S1 → G→ Z/2Z→ 0,

one obtains an element ofH2(G,C|·|=1) with order two represented by the cocycle α defined
by

α(tθ, x) = 1 for any x ∈ G, α(tθι, tγ) = α(tθι, tγι) = tγ .

Let Ĝα be the set of isomorphism classes of finite dimensional irreducible projective

representations of G with multiplier α. Let π be an object in Ĝα. Note that α|S1×S1 =
1. The restriction π|S1 is a linear representation. Let χ be a one-dimensional linear
representation of S1 appears in π|S1 . By the discussion on induced representations above,
one obtains that π ∼= α IndGS1 χ. Assume that χ(tθ) = einθ, then by choosing an appropriate

basis, πn := α IndGS1 χ is given by

πn(tθ) =

(
einθ 0

0 ei(−n+1)θ

)
, πn(ι) =

(
0 1
1 0

)
.

By the character theory, up to isomorphism, {πn}n∈Z>0 are all the irreducible projective
representations of G with multiplier α.

Since α represents an element of order two in H2(G,C|·|=1), any tensor product πm⊗πn
is equivalent to a linear representation of G. By [11, Chap 5, Section 5.5], all the irreducible
linear representations of G are given by

• ρ0 : tθ 7→ 1, ι 7→ 1; ρ−1 : tθ 7→ 1, ι 7→ −1.
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• for l ∈ Z>0,

ρl : tθ 7→
(
eilθ 0
0 e−ilθ

)
, ι 7→

(
0 1
1 0

)
.

The following result follows from direct computation of characters.

Proposition 3.8. With the notation as above,

πm ⊗ πn ∼

{
ρm+n ⊕ ρ1+|m−n| if |m− n| 6= 1,

ρm+n ⊕ ρ0 ⊕ ρ−1 if |m− n| = 1.

For l > 0,

ρl ⊗ πn ∼=

{
πl+n ⊕ π−l+n if l < n,

πl+n ⊕ πl−n−1 if l ≥ n.

At the end, let us consider the regular representation (rα, L
2(G)) and the projections

to the πn-isotropic part. Note that the invariant measure of G is dx/4π. The projection
Pn : L2(G)→ L2(G)[πn] from Remark A.4 is given by the formula

Pnf =
1

4π

∫ 2π

0
χn(tθ)rα(tθ) · f d θ +

1

4π

∫ 2π

0
χn(tθι)rα(tθι) · f d θ

=
1

4π

∫ 2π

0
(e−inθ + ei(1−n)θ)rα(tθ) · f d θ.

(3.6)

The following result is then clear.

Proposition 3.9. Let G = D∞. Define functions {fn, f ′n, Fn, F ′n}n∈Z>0 in L2(G) by

fn(x) =

{
einθ if x = eiθ,

0 if x = eiθι,
f ′n(x) =

{
0 if x = eiθ,

einθ if x = eiθι;

Fn(x) =

{
0 if x = eiθ,

ei(1−n)θ if x = eiθι,
F ′n(x) =

{
ei(1−n)θ if x = eiθ,

0 if x = eiθι.

(3.7)

Then {fn, f ′n, Fn, F ′n}n∈Z>0 form an orthogonal basis of L2(G). Moreover, the two dimen-
sional subspaces 〈fn, f ′n〉 and 〈Fn, F ′n〉 are rα-invariant and they are isomorphic to πn.
This gives us an explicit decomposition of the right regular projective representation.

Appendix A. A twisted Peter-Weyl Theorem

A.1. The statement of the main result. In this appendix, G is a compact topological
group with a fixed Haar measure

∫
G ·d g. Let α ∈ Z2(G,C×) be a multiplier of G. In the

following, we assume that α is unitary, i.e., |α(x, y)| = 1 for any x, y ∈ G. A projective
representation (π, V, α) of G over C with multiplier α is a continuous map π : G→ U(V )
such that π(x)π(y) = α(x, y)π(xy) for all x, y ∈ G, where V is a Hilbert space, U(V )
is the space of unitary operators from V to V . Here continuous means that the map
(g, v) 7→ π(g)v is a continuous map from G× V to V .

Denote by Ĝα the set of isomorphism classes of finite dimensional irreducible projective

representations of G with multiplier α. Let (π, V, α) be an element in Ĝα. Fix a G-
invariant Hermitian inner product 〈, 〉 on V , which exists by the averaging argument.
Given v, w ∈ V , the function f : g 7→ 〈π(g)v, w〉 is called a matrix coefficient of π. Let
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Aα(G) be the space spanned by all matrix coefficients of finite dimensional irreducible
projective representations of G with multiplier α.

Let L2(G) be the space of measurable functions on G for which
∫
G |f(g)|2 d g < ∞.

If f ∈ L2(G), define ||f ||2 = (
∫
G |f(g)|2 d g)1/2. Let L1(G) be the space of measurable

functions on G for which
∫
G |f(g)|d g < ∞. If f ∈ L1(G), define ||f ||1 =

∫
G |f(g)|d g.

Given f, f ′ ∈ L2(G), define an inner product by

(A.1) 〈f, f ′〉2 =

∫
G
f(g)f ′(g) d g.

With this inner product, L2(G) is a Hilbert space. Furthermore, ff ′ ∈ L1(G) and we have
the following inequalities.

||ff ′||1 ≤ ||f ||2||f ′||2,
|〈f, f ′〉2| ≤ ||f ||2||f ′||2 (Schwarz inequality).

(A.2)

If f : G→ C and g ∈ G, define r(g)f := rα(g)f : G→ C by

(r(g)f)(g0) = α(g0, g)f(g0g)

for all g0 ∈ G. It is easy to check that r(g)f ∈ L2(G) if f ∈ L2(G) and r(g) is an element
in U(L2(G)). Then r : G → U(L2(G)) defines a unitary projective representation of G
with associated multiplier α. We call it the right translation or right regular projective
representation of G on L2(G) with respect to α. It is also easy to check that 〈, 〉2 is
G-invariant, i.e.,

〈r(g)f, r(g)f ′〉2 = 〈f, f ′〉2.
Thus (r, L2(G), α) decomposes as a direct sum of irreducible unitary projective repre-
sentations. We prove the following result by the strategy as for linear representations
with an extra attention on the multiplier α. See for example [10] for the case of linear
representations.

Theorem A.1 (Peter-Weyl Theorem). Let G be a compact group, α ∈ Z2(G,C×) a
unitary multiplier of G. Then the following claims hold.

(1) Aα(G) is dense in L2(G).
(2) Every irreducible unitary projective representation of G is finite dimensional.

(3) Fix an element ρ in each class in Ĝα and denote by dρ the dimension of ρ. Then
as projective representations of G with multiplier α,

(r, L2(G), α) ∼= ⊕ρ∈Ĝαρ
⊕dρ .

(4) If ψ ∈ L2(G), then

||ψ||22 =
∑
ρ∈Ĝα

dρ · Tr(ρψρ
∗
ψ) =

∑
ρ∈Ĝα

dρ · ||ρψ||HS.

Here ρψ =
∫
G ψ(g)ρ(g)−1 d g; ||M ||HS =

∑
i,jm

2
ij for a matrix M = (mij) of finite

rank.
(5) The characters (χρ)ρ∈Ĝα form an orthonormal basis of Hα (Definition A.11).
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Remark A.2. We only prove the first claim of the theorem in next section, because the
other claims follow from the first by the same argument as in the linear representations
case. See for example [10] and [12]. Note that if we take α to be the trivial cocycle,
the argument gives a proof of the classical Peter-Weyl Theorem. On the other hand, we
explain some other ideas in the following remarks.

Remark A.3. One may obtain the second claim using the classical Peter-Weyl Theorem.
Indeed, the unitary cocycle α gives us a compact group Gα which is an extension of G
by C|·|=1 ∼= S1. Then the irreducible projective representations of G are irreducible linear
representations of Gα with certain conditions on the subgroup C|·|=1 (cf. Theorem 2.6),
which are finite dimensional by the Peter-Weyl Theorem.

Remark A.4. As in [11, Chap. 2, Prop. 8], one may decompose a projective representation
into a direct sum of irreducible ones and construct explicit projections for this decompo-
sition as follows. Let H be a separable Hilbert space. Let π be a unitary projective
representation of G on H with multiplier α. For each 1 ≤ i, j ≤ dρ, define

P ρij = dρ

∫
G
α(g, g−1)−1rρji(g

−1)π(g) d g.

Here rρji(g) is the (j, i)-th entry of ρ(g) in a matrix form. It is a linear map from H to H.
Define

P ρ =

dρ∑
i=1

P ρii.

These operators have the following properties.

(1) If g ∈ G, then π(g)P ρij =
∑

k r
ρ
ki(g)P ρkj .

(2) P ρij ◦ P
ρ
kl = δjkP

ρ
il .

(3) If ρ 6= ρ′, then P ρij ◦ P
ρ′

kl = 0 for all i, j, k, l.

(4) (P ρij)
∗ = P ρji.

(5) P ρ ∈ HomG(H,H).

(6) If ρ 6= ρ′, then P ρ ◦ P ρ′ = 0.
(7) P ρ ◦ P ρ = P ρ.

In other words, P ρ is the projection from H to the ρ-isotropic part. The operators P ρij are
the ones to decompose the ρ-isotropic part into a direct sum of projective representations
isomorphic to ρ. Using these operators, one could give another proof of Theorem A.1(3)
by the same argument as in [11, Chap. 2, Prop. 8].

Remark A.5 (Trace formula twisted by α and decomposition of L2(G)). Let G be a u-
nimodular group (not necessarily compact in this remark) and Γ ⊂ G a discrete normal
subgroup such that Γ\G is compact. Let α ∈ Z2(Γ\G,S1) be a unitary multiplier. We
may view α as an element in Z2(G,S1) via the natural projection G×G→ Γ\G× Γ\G.
The right regular representation rα of G with respect to α over L2(Γ\G) is defined by

(rα(h)(f))(g) = α(g, h)f(gh).
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Let φ : G → C be a continuous map with compact support. Define R(φ) : L2(Γ\G) →
L2(Γ\G) by

(R(φ)f)(x) =

∫
G
φ(g)α(x, g)f(xg) d g =

∫
G
φ(x−1g)α(x, x−1g)f(g) d g.

It is easy to check that this is well defined. Note that we may writeR(φ) =
∫
G φ(g)rα(g) d g.

Thus R(φ) sends each irreducible component of (rα, L
2(Γ\G), α) to itself. Moreover,

(R(φ)f)(x) =

∫
G
φ(x−1g)α(x, x−1g)f(g) d g

=

∫
Γ\G

∑
γ∈Γ

φ(x−1γg)α(x, x−1γg)f(g) d g =

∫
Γ\G

Kφ(x, g)f(g) d g,
(A.3)

where Kφ(x, g) =
∑

γ∈Γ φ(x−1γg)α(x, x−1γg). Then R(φ) is of trace class and

Tr(R(φ)) =

∫
Γ\G

Kφ(x, x) dx =

∫
Γ\G

∑
γ∈Γ

φ(x−1γx)α(x, x−1γx) dx.

(See for example [7, Lemma 4.1].) Let o be the set of conjugacy classes of Γ. For each class
in o, fix an element γ and denote this conjugacy class by oγ . If γ is an element of a group H,
denote by Hγ the centralizer of γ in H. With the above notation, oγ = {δ−1γδ | δ ∈ Γγ\Γ}.
Therefore

Tr(R(φ)) =

∫
Γ\G

∑
γ∈Γ

φ(x−1γx)α(x, x−1γx) dx

=
∑
oγ

∑
δ∈Γγ\Γ

∫
Γ\G

φ(x−1δ−1γδx)α(x, x−1δ−1γδx) dx

=
∑
oγ

∫
Γγ\G

φ(x−1γx)α(x, x−1γx) dx

=
∑
oγ

∫
Gγ\G

(∫
Γγ\Gγ

φ(x−1y−1γyx)α(x, x−1y−1γyx) d y

)
dx

=
∑
oγ

vol(Γγ\Gγ)

∫
Gγ\G

φ(x−1γx)α(x, x−1γx) dx.

(A.4)

If we let G be compact, Γ be the trivial subgroup {1}, then we obtain Theorem A.1(3)
immediately.

A.2. The proof of the main result. In this section, we prove the first claim of Theorem
A.1, the other claims then follow as explained in Remark A.2.

Proposition A.6. With the same notation as in Section A.1, Aα(G) is dense in L2(G).

The strategy of the proof is similar as for linear representations (see for example [10]).
The difference here is that we have to pay extra attention on the cocycle α. First, we
prove some lemmas.
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Lemma A.7. Let f : g 7→ 〈π(g)v, w〉 be a matrix coefficient of π. Then the functions g 7→
α(g, g−1)f(g−1), g 7→ α(g, h)f(gh), g 7→ α(h, g)α(h−1, h)−1f(hg) are matrix coefficients
of π. We call them the adjoint of f , the right translation of f , the left translation of f ,
respectively.

Proof. Note that

f(g−1) = 〈π(g−1)v, w〉 = 〈w, π(g−1)v〉
= 〈π(g)w, π(g)π(g−1)v〉 = α(g, g−1)−1〈π(g)w, v〉.

(A.5)

This shows that g 7→ α(g, g−1)f(g−1) is a matrix coefficient. Similarly, it is easy to see
that

f(gh) = α(g, h)−1〈π(g)(π(h)v), w〉,
f(hg) = α(h, g)−1α(h−1, h)〈π(g)v, π(h−1)w〉.

(A.6)

The other claims follow easily. �

Denote by C(G) the space of continuous functions from G to C. It is dense in L2(G).

Lemma A.8. Let f ∈ L2(G). Then the map g 7→ r(g)f is a continuous map from G to
L2(G).

Proof. Let ε > 0. Choose φ ∈ C(G) such that ||f − φ||2 < ε/3. Note that G is compact,
each continuous function on G is uniformly continuous. In particular, for the function
α(g,−)φ(g−), there exists an open neighborhood U of 1 ∈ G such that if h−1h′ ∈ U , then
|α(g, h)φ(gh)− α(g, h′)φ(gh′)| < ε/3 for all g ∈ G. Note that

||r(h)f − r(h′)f ||2 ≤ ||r(h)f − r(h)φ||2 + ||r(h)φ− r(h′)φ||2 + ||r(h′)φ− r(h′)f ||2
= 2||f − φ||2 + ||r(h)φ− r(h′)φ||2
< ε.

(A.7)

The continuity follows. �

Lemma A.9. Let f ∈ L2(G). For every ε > 0, there exist finitely many gi ∈ G and Borel
sets Bi ⊂ G such that G is the disjoint union of the Bi’s and ||r(g)f − r(gi)f ||2 < ε for
all i and g ∈ Bi.

Proof. By Lemma A.8, there exists an open neighborhood U of 1 such that ||r(g)f−f ||2 < ε
for all g ∈ U . Note that {hU | h ∈ G} is an open cover of G and G is compact, there exist
finitely many g1, . . . , gn such that G = ∪ni=1giU . Let Bi = giU − ∪i−1

j=1gjU . It is easy to
check that these objects satisfy the property in the statement. �

Lemma A.10. Let f ∈ L2(G) and f1 ∈ L1(G). Define F : G→ C by

F (g′) =

∫
G
α(g′, g)f(g′g)f1(g) d g.

Then F is an element in L2(G) and it is a limit of a sequence of functions, each of which
is a finite linear combination of right translates of f .
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Proof. Let ε > 0. Choose gi and Bi as in Lemma A.9. Set ei =
∫
Bi
f1(g) d g. Then

||F −
n∑
i=1

eir(gi)f ||2 ≤
n∑
i=1

∫
Bi

|f1(g)| · ||r(g)f − r(gi)f ||2 d g

≤
n∑
i=1

∫
Bi

|f1(g)|εd g = ε||f1||1.
(A.8)

The lemma follows. �

Definition A.11. A continuous function f : G→ C is called an α-class function if for all
g, h ∈ G,

f(hgh−1) =
α(h, h−1)

α(h, gh−1)α(g, h−1)
f(g) =

α(h, h−1)

α(h, g)α(hg, h−1)
f(g).

Let Hα denote the closed subspace of L2(G) spanned by square-integrable α-class functions
on G. The characters of finite dimensional projective representations of G with multiplier
α belong to Hα.

Lemma A.12. Let f be any integrable function on G. Set

f ′(g) =

∫
G

α(h, gh−1)α(g, h−1)

α(h, h−1)
f(hgh−1) dh.

Then f ′ is an α-class function on G.

Proof. Note that

f ′(i−1gi) =

∫
G

α(h, i−1gih−1)α(i−1gi, h−1)

α(h, h−1)
f(hi−1gih−1) dh

=

∫
G

α(h′i, i−1gii−1(h′)−1)α(i−1gi, i−1(h′)−1)

α(h′i, i−1(h′)−1)
f(h′g(h′)−1) dh′ (h′ = hi−1).

Then to show that f ′ is an α-class function, it suffices to show that

α(i−1, i)α(h, gh−1)α(g, h−1)α(hi, i−1h−1)

=α(i−1, gi)α(g, i)α(h, h−1)α(hi, i−1gh−1)α(i−1gi, i−1h−1).
(A.9)

Since α(h, i)α(hi, i−1h−1) = α(h, h−1)α(i, i−1h−1), it suffices to show that

α(i−1, i)α(h, gh−1)α(g, h−1)α(i, i−1h−1)

=α(i−1, gi)α(g, i)α(h, i)α(hi, i−1gh−1)α(i−1gi, i−1h−1).
(A.10)

This follows from the following computation.

RHS = α(i−1, gi)α(g, i)α(h, gh−1)α(i, i−1gh−1)α(i−1gi, i−1h−1)

= α(i−1, gi)α(g, i)α(h, gh−1)α(i, i−1gi)α(gi, i−1h−1)

= α(h, gh−1)[α(i−1, gi)α(i, i−1gi)][α(g, i)α(gi, i−1h−1)]

= α(h, gh−1)α(i, i−1)α(g, h−1)α(i, i−1h−1) = LHS.

(A.11)

The lemma follows. �

Lemma A.13. Let f : G → C be an α-class function. Then f ′(g) = α(g, g−1)f(g−1) is
also an α-class function.
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Proof. One needs to show that

f ′(hgh−1) =
α(h, h−1)

α(h, gh−1)α(g, h−1)
f ′(g).

This is equivalent to

α(hgh−1, hg−1h−1)α(h, g−1h−1)α(g−1, h−1)

α(h, h−1)
=

α(h, h−1)α(g, g−1)

α(h, gh−1)α(g, h−1)
.

Note that

α(hgh−1, hg−1h−1)α(h, g−1h−1)α(g−1, h−1)α(h, gh−1)α(g, h−1)

=α(hgh−1, h)α(hg, g−1h−1)α(g−1, h−1)α(h, gh−1)α(g, h−1)

=α(hgh−1, h)α(hg, g−1)α(h, h−1)α(h, g)α(hg, h−1)

=α(h, h−1)[α(h, g)α(hg, g−1)][α(hg, h−1)α(hgh−1, h)]

=α(h, h−1)α(g, g−1)α(h, h−1).

(A.12)

The lemma follows. �

Lemma A.14. Let f : G→ C be an α-class function. Then

f(h−1g)

α(h, h−1g)
=

f(gh−1)

α(gh−1, h)
.

Proof. Since gh−1 = h(h−1g)h−1, it suffices to prove

α(h, h−1)

α(h, h−1gh−1)α(h−1g, h−1)
=
α(gh−1, h)

α(h, h−1g)
.

Note that

α(gh−1, h)α(h, h−1gh−1)α(h−1g, h−1)

=α(h, h−1g)α(h−1gh−1, h)α(h−1g, h−1) = α(h, h−1g)α(h−1, h).
(A.13)

The lemma follows. �

With the above preparation, we can now prove Proposition A.6.

Proof of Proposition A.6. Let Aα(G) be the closure of Aα(G) in L2(G). Since Aα(G) is

stable under the operations in Lemma A.7, Aα(G) is also stable under those operations.

Suppose that Aα(G) 6= L2(G). Then Aα(G)
⊥ 6= {0} and it is stable under the operations

in Lemma A.7. Let f0 ∈ Aα(G)
⊥

and f0 6= 0. Fix U an open neighborhood of 1 ∈ G. Let
IU be the characteristic function on U , |U | the Haar measure of U , and

fU (g) = |U |−1

∫
G
α(g, g0)IU (g0)f0(gg0) d g0.

Since IU , f0 ∈ L2(G), by Schwarz inequality, we see that fU ∈ C(G). Furthermore, f0 =

limU→{1} fU in L2(G). Because f0 6= 0, there exist U such that fU 6= 0. Since Aα(G) is

G-stable by right translation and the right translation of G on L2(G) is unitary, Aα(G)
⊥

is also G-stable. Hence linear combinations of right translates of f0 belong to Aα(G)
⊥

.
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By Lemma A.10, fU ∈ Aα(G)
⊥

. In particular, Aα(G)
⊥

contains a nonzero continuous
function. Let f1 be such a function. We may assume that f1(1) ∈ R− {0}. Define

f2(g) =

∫
G

α(h, gh−1)α(g, h−1)

α(h, h−1)
f1(hgh−1) dh.

By Lemma A.12, f2 is an α-class function. It is easy to see that f2 is continuous and f2(1) ∈
R−{0}. Moreover, for any f ′ ∈ Aα(G), f ′′(g) = α(h−1, g)α(h, h−1)−1α(h−1g, h)f ′(h−1gh)

is also an element in Aα(G) by Lemma A.7. Note that

〈f2, f
′〉2 =

∫
G
f2(g)f ′(g) d g

=

∫
G

∫
G

α(h, gh−1)α(g, h−1)

α(h, h−1)
f1(hgh−1)f ′(g) dhd g

=

∫
G

∫
G

α(h, h−1g)α(h−1gh, h−1)

α(h, h−1)
f1(g)f ′(h−1gh) dhd g

=

∫
G

∫
G
f1(g)f ′′(g) d g dh = 0.

(A.14)

Thus f2 ∈ Aα(G)
⊥
. Define f3(g) = f2(g) + α(g, g−1)f2(g−1). Then f3 is in Aα(G)

⊥

and is an α-class function by Lemma A.13. Moreover, it is easy to check that f3(g) =

α(g, g−1)f3(g−1). Define

K(g, h) = f3(gh−1)α(gh−1, h)−1.

Since

α(hg−1, g)α(gh−1, h) = α(hg−1, gh−1)α(1, h) = α(hg−1, gh−1),

one gets K(g, h) = K(h, g). Define

(Tf)(g) =

∫
G
K(g, h)f(h) dh.

Then T is a nonzero self-adjoint Hilbert-Schmidt operator on L2(G). Hence T has a
nonzero real eigenvalue γ and the eigenspace Vγ ⊂ L2(G) is finite dimensional (see for
example [1, I.8.4.1 and I.8.5.5]). Let f ∈ Vγ . Then

(T (r(g0)f))(g) =

∫
G
K(g, g1)α(g1, g0)f(g1g0) d g1

=

∫
G
K(g, g1g

−1
0 )α(g1g

−1
0 , g0)f(g1) d g1

=

∫
G
f3(gg0g

−1
1 )

α(g1g
−1
0 , g0)

α(gg0g
−1
1 , g1g

−1
0 )

f(g1) d g1

=

∫
G
f3(gg0g

−1
1 )

α(g, g0)

α(gg0g
−1
1 , g1)

f(g1) d g1

=

∫
G
K(gg0, g1)α(g, g0)f(g1) d g1

= α(g, g0)(Tf)(gg0) = γ(r(g0)f)(g).

(A.15)
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The eigenspace Vγ is stable under right translation. Now r : G → U(Vγ) is a finite
dimensional unitary projective representation of G with multiplier α. Let W ⊂ Vγ be an
irreducible sub projective representation and {e1, . . . , en} an orthonormal basis of W with

respect to r. Then g 7→ 〈r(g)ei, ej〉2 =
∫
G α(g0, g)ei(g0g)ej(g0) d g0 is a matrix coefficient

in Aα(G). Since f3 ∈ Aα(G)
⊥

, we have

0 =

∫
G
f3(g)

(∫
G
α(g0, g)ej(g0g)ej(g0) d g0

)
d g

=

∫
G

(∫
G
f3(g)α(g0, g)ej(g0g) d g

)
ej(g0) d g0

=

∫
G

(∫
G
f3(g−1

0 g)α(g0, g
−1
0 g)ej(g) d g

)
ej(g0) d g0

=

∫
G

(∫
G
f3(g−1

0 g)α(g0, g
−1
0 g)ej(g0) d g0

)
ej(g) d g

=

∫
G

(∫
G
f3(gg−1

0 )α(gg−1
0 , g0)ej(g0) d g0

)
ej(g) d g (Lemma A.14)

=

∫
G

(Tej)(g)ej(g) d g = γ〈ej , ej〉2.

(A.16)

Hence γ = 0, which is a contradiction. Therefore, we must have Aα(G) = L2(G). �
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