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## 摘 要

在Hopf代数的表示范畴的monoidal结构的研究上，人们必须考虑将两个对象的张量积分解为不可分解模的直和。一般而言，这种分解方法鲜为人知。为了解决这类问题，人们把表示的张量积的直和分解式转换为Green环层面的元素乘积公式，进而研究Green环的环论性质。本文主要研究有限表示型Hopf代数 $H$ 的Green环 $r(H)$ 及其Frobenius性质。这一性质使得人们可以在Green环层面定义Green环（或表示范畴）的数值不变量：Casimir数。结果表明 $r(H)$ 的Casimir数不为 0 当且仅当 $r(H)$ 是Jacobson 半单环，$r(H)$ 的Casimir数在域 $K$ 上不为 0 当且仅当域 $K$ 上的Green代数 $r(H) \otimes_{\mathbb{Z}} K$ 为Jacobson半单代数．本文通过计算一些Green环的Casimir数进而完全刻划了这些Green代数的Jacobson根．对于fusion范畴的Grothendieck环，类似可以定义上面的Csimir数．不同的是Grothendieck环上面的Casimir数总是正整数，而且可以用来判别pivotal fusion范畴何时是非退化的．特别地，如果 $\mathcal{C}$ 为复数域上的spherical fusion范畴，其Casimir数与Frobenius－ Schur指数具有相同的素因子。这一结果可被视为spherical fusion范畴上的柯西定理的另一版本．

全文分为五章。
第一章给出了一些主要概念和预备知识．
第二章，利用双线性型这一工具研究有限维Hopf代数的Green环。当Hopf代数是有限表示型时，其Green环为整数环Z上的Frobenius代数，该Frobenius代数的对偶基与Hopf代数表示范畴的几乎可裂序列相关．第二章还研究了 Green环的一些环论性质．

第三章，研究稳定Green环，并在上面定义新的双线性型，刻划了该双线性型何时是非退化的．如果该双线性型是非退化的，那么复数域上的稳定Green代数成为类群代数，并进一步构成双－Frobenius代数．

第四章，探讨何时 $\operatorname{Green}$ 环 $r(H)$ ，或Green代数 $r(H) \otimes_{\mathbb{Z}} K$ 是Jacobson半单的．结果表明Green环 $r(H)$ 上的Casimir数不为 0 时，Green环 $r(H)$ 是Jacobson半单环；Casimir数在域 $K$ 上不为 0 时，Green代数 $r(H) \otimes_{\mathbb{Z}} K$ 是Jacobson半单代数。当Hopf代数是特征为 $p$ 的域 $\mathbb{k}$ 上的 $p$ 阶循环群的群代数 $\mathbb{k} G$ 时，计算得知其Casimir数为 $2 p^{2}$ 。基于此，完全刻划了任意域 $K$ 上的Green代数 $r(\mathbb{k} G) \otimes_{\mathbb{Z}} K$ 的Jacobson根。

第五章，针对fusion范畴 $\mathcal{C}$ 定义了 Grothendieck环 $\operatorname{Gr}(\mathcal{C})$ 上的Casimir数以及另外两个数值不变量。这些不变量均为正整数并且具备如下性质：域 $K$ 上的 $\operatorname{Groth}$ ndieck代数 $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ 为半单代数当且仅当这些数值不变量中任何之一在域 $K$ 中不为 0 。这就意味着这些数值不变量具有相同的素因子组成。对于秩为 $n+1$ 的 Verlinde modular范畴 $\mathcal{C}$ ，经过计算其Casimir数为 $2 n+4$ 。因而Grothendieck代数 $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ 为半单代数当且仅当 $2 n+4$ 在域 $K$ 中不为 0 。换言之，第二类型的 $(n+1)$－次Dickson多项式 $E_{n+1}(X)$ 在多项式代数 $K[X]$ 中没有重因式。如果 $2 n+4$ 在某一域 $K$ 中为 0 ，本文以生成子的形式给出了 Grothendieck代数 $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ 的Jacobson根。对于pivotal fusion范畴 $\mathcal{C}$ ，证明了 $\mathcal{C}$ 是非退化的当且仅当其Casimir数在基域 $\mathbb{k}$ 上不为 0 。对于复数域上的spherical fusion范畴，其Casimir数与另一数值不变量Frobenius－Schur指数具有相同的素因子．这一结果可被视为spherical fusion范畴上的柯西定理的另一版本．
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#### Abstract

In the study of the monoidal structure of a representation category of a Hopf algebra $H$ ，one has to consider the decompositions of the tensor product of objects into indecomposables．However，in general，very little is known about how a tensor product of two indecomposables decomposes into a direct sum of indecomposables．One method of addressing this problem is to consider the tensor product as the multiplication of the Green ring $r(H)$ of $H$ ，and to study the ring－theoretical properties of the Green ring． In this paper，we study the Frobenius property of $r(H)$ if $H$ is of finite representation type．This enables us to define a numerical invariant，namely，the Casimir number of $r(H)$ ．We show that this number is not zero if and only if the Green ring $r(H)$ is Jacobson semisimple and this number is not zero in a field $K$ if and only if the Green algebra $r(H) \otimes_{\mathbb{Z}} K$ is semisimple．We compute the Casimir numbers of some Green rings and describe their Jacobson radicals of those Green algebras．For the Grothendieck ring of a fusion category，its Casimir number can be defined similarly． This number is a positive integer and can be used to detect when a pivotal fusion category is non－degenerate．In particular，if $\mathcal{C}$ is a spherical fusion category over the field of complex numbers，its Casimir number and the Frobenius－Schur exponent share the same prime factors．This may be thought of as another statement of the Cauchy theorem for spherical fusion categories．


This paper is divided into five chapters．
In Chapter 1，main notations and preliminaries are stated．
In Chapter 2，we study the Green ring of a finite dimensional Hopf algebra by means of bilinear forms．We show that the Green ring of a Hopf algebra of finite representation type is a Frobenius algebra over $\mathbb{Z}$ with a dual basis associated to almost
split sequences．We next study some ring theoretic properties of the Green ring．
In Chapter 3，on the stable Green ring we define a new bilinear form which is more accurate to determine the bi－Frobenius algebra structure on the stable Green ring．We show that the complexified stable Green algebra is a group－like algebra，and hence a bi－Frobenius algebra，if the bilinear form on the stable Green ring is non－degenerate．

In Chapter 4，we first consider the question of when the Green ring $r(H)$ ，or the Green algebra $r(H) \otimes_{\mathbb{Z}} K$ over a field $K$ ，is Jacobson semisimple．It turns out that $r(H) \otimes_{\mathbb{Z}} K$ is Jacobson semisimple if and only if the Casimir number of $r(H)$ is not zero in $K$ ．For the Green ring $r(H)$ itself，$r(H)$ is Jacobson semisimple if and only if the Casimir number of $r(H)$ is not zero．Then we focus on the case where $H=\mathbb{k} G$ for a cyclic group $G$ of order $p$ over a field $\mathbb{k}$ of characteristic $p$ ．In this case，the Casimir number of $\mathbb{k} G$ is shown to be $2 p^{2}$ ．This leads to a complete description of the Jacobson radical of the Green algebra $r(\mathbb{k} G) \otimes_{\mathbb{Z}} K$ over any field $K$ ．

In Chapter 5，we define the Casimir number and another two numerical invariants of a fusion category $\mathcal{C}$ ．These numerical invariants are all positive integers and admit the property that the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ over any field $K$ is semisimple if and only if any of these numbers is not zero in $K$ ．This means that all these numbers have the same prime factors．If $\mathcal{C}$ is a Verlinde modular category of rank $n+1$ ，its Casimir number is calculated to be $2 n+4$ ．It follows that the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ over a field $K$ is semisimple if and only if $2 n+4$ is a unit in $K$ ．This is equivalent to saying that the $(n+1)$－th Dickson polynomial $E_{n+1}(X)$ of the second kind has no multiple factors in $K[X]$ ．If $2 n+4$ is zero in $K$ ，the Jacobson radical of $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ is described explicitly in terms of generators．If moreover $\mathcal{C}$ is pivotal，one obtains a criterion that $\mathcal{C}$ is non－degenerate if and only if the Casimir number of $\mathcal{C}$ is not zero in $\mathbb{k}$ ．For the case that $\mathcal{C}$ is a spherical fusion category over the field $\mathbb{C}$ of complex numbers，the Casimir number and the Frobenius－Schur exponent of $\mathcal{C}$ share the same prime factors．This may be thought of as another statement of the Cauchy theorem for spherical fusion categories．
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## Chapter 1 Preliminaries

In this chapter, we first recall the definitions of a Frobenius algebra, a bi-Frobenius algebra and a group-like algebra. After that we shall collect concepts and results from the Auslander-Reiten theory which will be used in other chapters.

## §1.1 Bi-Frobenius algebras

Frobenius algebras. Frobenius algebras occur in many different fields of mathematics, such as topological quantum field theory [1], Hopf algebras and quantum Yang-Baxter equations [6, 42]. In the following, the notion of a Frobenius algebra is defined directly over a field $\mathbb{k}$, although it can also be defined over a commutative ring (e.g., $[40,47]$ ).

Let $A$ be a finite dimensional $\mathbb{k}$-algebra. We denote by the dual $A^{*}:=\operatorname{Hom}_{\mathbb{k}}(A, \mathbb{k})$. Then $A^{*}$ has a natural $A$ - $A$-bimodule structure given by

$$
(a \rightharpoonup f \leftharpoonup b)(c)=f(b c a), \text { for } a, b, c \in A, f \in A^{*}
$$

Definition 1.1.1 (cf. [17, 18]) The pair $(A, \phi)$ is called a Frobenius algebra provided that $\phi \in A^{*}$ such that the right $A$-module morphism $\theta_{A}: A \rightarrow A^{*}, a \mapsto \phi \leftharpoonup a$ is bijective; or equivalently, the left $A$-module morphism ${ }_{A} \theta: A \rightarrow A^{*}, a \mapsto a \rightharpoonup \phi$ is bijective.

The linear form $\phi$ is called a Frobenius homomorphism. Moreover, $A$ is a symmetric algebra provided that $A$ is isomorphic to $A^{*}$ as $A-A$-bimodules.

Remark 1.1.2 If $(A, \phi)$ is a Frobenius algebra, then $\langle a, b\rangle:=\phi(a b)$ for $a, b \in A$, is a non-degenerate associative bilinear form over $A$. Conversely, if $A$ is equipped with a non-degenerate associative bilinear form $\langle-,-\rangle$, then $\phi:=\langle 1,-\rangle$ is a Frobenius homomorphism of $A$ [1, Proposition 1]. Accordingly, one of the equivalent definitions of a Frobenius algebra is that $A$ is Frobenius if and only if $A$ is equipped with a nondegenerate bilinear form $\langle-,-\rangle: A \times A \rightarrow \mathbb{k}$ satisfying the associative $\langle a b, c\rangle=\langle a, b c\rangle$,
for all $a, b, c \in A$. Moreover, if the bilinear form is symmetric $\langle a, b\rangle=\langle b, a\rangle$ for $a, b \in A$, then $A$ is a symmetric algebra.

We refer to $[21,40,47]$ for the following basic properties of Frobenius algebras. The $\mathbb{k}$-linear map $\theta_{A}$ given in Definition 1.1.1 induces the $\mathbb{k}$-linear isomorphism

$$
\Theta: A \otimes A \xrightarrow{i d \otimes \theta_{A}} A \otimes A^{*} \cong \operatorname{End}_{\mathbb{k}}(A) .
$$

Hence there exists a unique element $\sum_{i=1}^{n} a_{i} \otimes b_{i} \in A \otimes A$ such that $\Theta\left(\sum_{i=1}^{n} a_{i} \otimes b_{i}\right)=$ $i d_{A}$. The set $\left\{a_{i}, b_{i} \mid 1 \leq i \leq n\right\}$ is called a pair of dual bases of $(A, \phi)$. Moreover, $(A, \phi)$ is symmetric if and only if

$$
\sum_{i=1}^{n} a_{i} \otimes b_{i}=\sum_{i=1}^{n} b_{i} \otimes a_{i} .
$$

According to the map $\Theta$ given above, we have the following:

$$
\begin{equation*}
x=\sum_{i=1}^{n} a_{i} \phi\left(b_{i} x\right)=\sum_{i=1}^{n} a_{i}\left\langle b_{i}, x\right\rangle, \text { for } x \in A, \tag{1.1}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
x=\sum_{i=1}^{n} \phi\left(x a_{i}\right) b_{i}=\sum_{i=1}^{n}\left\langle x, a_{i}\right\rangle b_{i}, \text { for } x \in A . \tag{1.2}
\end{equation*}
$$

In fact, both of them is equivalent to

$$
\begin{equation*}
\langle x, y\rangle=\sum_{i=1}^{n}\left\langle x, a_{i}\right\rangle\left\langle b_{i}, y\right\rangle \tag{1.3}
\end{equation*}
$$

for all $x, y \in A$ (cf. [47]).
Example 1.1.3 Let $H$ be a finite dimensional Hopf algebra over the field $\mathbb{k}$. Let $\lambda \in$ $H^{*}$ be a non-zero left integral and $\Lambda \in H$ a right integral such that $\lambda(\Lambda)=1$. Then $(H, \lambda)$ is a Frobenius algebra with a pair of dual bases $\left\{S\left(\Lambda_{1}\right), \Lambda_{2}\right\}$, where $\triangle(\Lambda)=$ $\sum \Lambda_{1} \otimes \Lambda_{2}$. In a similar fashion, one can see that if $\gamma \in H^{*}$ is a non-zero right integral, then there exists a left integral $\Gamma \in H$ such that $\gamma(\Gamma)=1$. Then $(H, \gamma)$ is a Frobenius algebra with a pair of dual bases $\left\{\Gamma_{1}, S\left(\Gamma_{2}\right)\right\}$, where $\triangle(\Gamma)=\sum \Gamma_{1} \otimes \Gamma_{2}$ (cf. [17]). As shown in [46] that $H$ is symmetric if and only if $H$ is unimodular and the square of antipode is inner.

Let $A$ be a Frobenius algebra over $\mathbb{Z}$. The Casimir operator of $A$ (see e.g. [47, Section 3.1]) is the map $c$ from $A$ to its center $Z(A)$ defined by

$$
c(a)=\sum_{i=1}^{n} b_{i} a a_{i} \text { for } a \in A .
$$

The map $c$ is independent of the choice of a pair of dual bases $\left\{a_{i}, b_{i} \mid 1 \leq i \leq n\right\}$, because the dual bases depend only on the bilinear form $\langle-,-\rangle$, see [47, Section 1.2.2]. The element $c(1)$ is called the Casimir element of $A$ and it depends on $\langle-,-\rangle$ only up to a central unit, see [47, Section 1.2.5]. The image $\operatorname{Im} c$ of $c$ is an ideal of $Z(A)$, called the Casimir ideal of $A$. It does not depend on the choice of the bilinear form, see [47, Section 3.2]. The intersection of $\operatorname{Im} c$ and $\mathbb{Z}$ is an ideal of $\mathbb{Z}$, thus a principal ideal of $\mathbb{Z}$ generated by a non-negative integer. We call this integer the Casimir number of $A$. Obviously, the Casimir number of $A$ does not depend on the choice of the bilinear form on $A$.

Any $\mathbb{Z}$-algebra morphism $\varepsilon: A \rightarrow \mathbb{Z}$ is called an augmentation of $A$. Suppose that the Frobenius $\mathbb{Z}$-algebra $A$ has an augmentation $\varepsilon$. Then any element $t$ of $A$ satisfying at $=\varepsilon(a) t$ for all $a \in A$ is called a left integral of $A$. Similarly, if $t a=\varepsilon(a) t$ for all $a \in R$, then $t$ is called a right integral of $A$. All left integrals of $A$ with respect to $\varepsilon$ form a $\mathbb{Z}$-module of rank one generated by $\sum_{i=1}^{n} \varepsilon\left(a_{i}\right) b_{i}$. Similarly, all right integrals of $A$ with respect to $\varepsilon$ form a $\mathbb{Z}$-module of rank one generated by $\sum_{i=1}^{n} \varepsilon\left(b_{i}\right) a_{i}$, see [47, Section 4.1]. If the set of left integrals of $A$ coincides with the set of right ones, then $A$ is called unimodular.

Bi-Frobenius algebras. Let $C$ be a coalgebra over the field $\mathbb{k}$. Then $C$ has a natural structure of left and right $C^{*}$-module under the left action $f \rightharpoonup c=\sum c_{1} f\left(c_{2}\right)$, and the right action $c \leftharpoonup f=\sum f\left(c_{1}\right) c_{2}$, for any $f \in C^{*}$ and $c \in C$ with $\triangle(c)=$ $\sum c_{1} \otimes c_{2}$. Moreover, for any $c \in C$, the induced maps $c \leftharpoonup: C^{*} \rightarrow C$ and $\rightharpoonup c: C^{*} \rightarrow C$ are morphisms of right and left $C^{*}$-modules respectively.

Definition 1.1.4 (cf. [21, 23]) A Frobenius coalgebra is a pair $(C, t)$ where $C$ is a finite dimensional coalgebra and $t \in C$ such that the morphism $t \leftharpoonup: C^{*} \rightarrow C, f \mapsto t \leftharpoonup f$ is bijective; or equivalently, the morphism $\rightharpoonup t: C^{*} \rightarrow C, f \mapsto f \rightharpoonup t$ is bijective.

The notion of a Frobenius coalgebra has a nice characterization that is analogue to the characterizations of a Frobenius algebras [20, 22].

The concept of a bi-Frobenius algebra was introduced by Doi and Takeuchi in [23] and further investigated in $[20,22]$ as a natural generalized of finite dimensional Hopf algebras.

Definition 1.1.5 (cf. [22]) Let $H$ be a finite dimensional algebra and coalgebra over the field $\mathfrak{k}, \phi \in H^{*}, t \in H$. Define the map $S$ by

$$
S: H \rightarrow H, S(x)=t \leftharpoonup(x \rightharpoonup \phi)=\phi\left(t_{1} x\right) t_{2} .
$$

The quadruple $(H, \phi, t, S)$ is called a bi-Frobenius algebra if the following hold:
(BF1) The counit $\varepsilon$ of the coalgebra $H$ is an algebra morphism.
(BF2) The unity 1 is a group-like element of $H$.
(BF3) $(H, \phi)$ is a Frobenius algebra.
(BF4) $(H, t)$ is a Frobenius coalgebra.
(BF5) $S$ is an anti-algebra and anti-coalgebra morphism, i.e., $S(a b)=S(b) S(a), S(1)=1$ and $\Delta(S(a))=\sum S\left(a_{2}\right) \otimes S\left(a_{1}\right), \varepsilon(S(a))=\varepsilon(a)$.

The map $S$ given above is necessarily bijective [23], it is called the antipode of the bi-Frobenius algebra $H$. It does not mean a convolution inverse of identity. This is true in the particular situation of Hopf algebras. A pair of dual bases of $(H, \phi, t, S)$ is given by $\left\{S^{-1}\left(t_{2}\right), t_{1}\right\}$ [21]. Since $H$ is necessary finite dimensional, the $\mathbb{k}$-linear dual $H^{*}$ is also an algebra and coalgebra. The comultiplication in $H^{*}$ is given by

$$
\triangle(f)(a \otimes b)=f(a b)
$$

for $f \in H^{*}$ and $a, b \in H$. It can be checked that ( $H^{*}, t, \phi, S^{*}$ ) becomes a bi-Frobenius algebra. We call it the dual bi-Frobenius algebra of $H$.

Example 1.1.6 Let $H$ be a finite dimensional Hopf algebra. Choose the right integral $\gamma \in H^{*}$ and the left integral $\Gamma \in H$ such that $\gamma(\Gamma)=1$. Then $(H, \gamma, \Gamma, S)$ becomes a bi-Frobenius algebra.

It is interesting to construct bi-Frobenius algebras that are not Hopf algebras. Using known results on the existence of large Hadamard matrices, the author in [36] constructed a class of bi-Frobenius algebras of arbitrarily large dimension satisfying the additional condition

$$
\begin{equation*}
S * i d=i d * S=\varepsilon \tag{1.4}
\end{equation*}
$$

and that are not Hopf algebras. This family of bi-Frobenius algebras satisfying the condition (1.4) is also studied in [59]. There are many other approaches to construct bi-Frobenius algebras that are not Hopf algebras, see e.g., [66, 70]. As we shall see that one of main results of this paper is that the stable Green algebras of certain finite dimensional Hopf algebras are bi-Frobenius algebras that are not Hopf algebras.

Group-like algebras. The notion of a group-like algebra was introduced by Doi in [20] generalizing the group algebra of a finite group and a scheme ring (Bose-Mesner algebra) of a non-commutative association scheme.

Definition 1.1.7 Let $(A, \varepsilon, \mathbf{b}, *)$ be a quadruple, where $A$ is a finite dimensional algebra over a field $\mathbb{k}$ with unit $1, \varepsilon$ is an algebra morphism from $A$ to $\mathbb{k}$, the set $\mathbf{b}=\left\{b_{i} \mid i \in I\right\}$ is a $\mathbb{k}$-basis of $A$ such that $0 \in I$ and $b_{0}=1$, and $*$ is an involution of the index set $I$. Then $(A, \varepsilon, \mathbf{b}, *)$ is called a group-like algebra if the following hold:
(G1) $\varepsilon\left(b_{i}\right)=\varepsilon\left(b_{i^{*}}\right) \neq 0$ for all $i \in I$.
(G2) $p_{i j}^{k}=p_{j^{*} i^{*}}^{k^{*}}$ for all $i, j, k \in I$, where all $p_{i j}^{k}$ are the structure constants for $\mathbf{b}$ defined by $b_{i} b_{j}=\sum_{k \in I} p_{i j}^{k} b_{k}$.
(G3) $p_{i j}^{0}=\delta_{i, j^{*}} \varepsilon\left(b_{i}\right)$ for all $i, j \in I$.

Remark 1.1.8 (1) Let $(A, \varepsilon, \mathbf{b}, *)$ be a group-like algebra. Then $A$ becomes a coalgebra with a comultiplication given by $\triangle\left(b_{i}\right)=\frac{1}{\varepsilon\left(b_{i}\right)} b_{i} \otimes b_{i}$, see [20, Remark 3.2]. Let $\phi \in A^{*}$ such that $\phi\left(b_{i}\right)=\delta_{0, i}$ and $t=\sum_{i \in I} b_{i}$. Define the $\mathbb{k}$-linear map $S$ from A to itself by $S\left(b_{i}\right)=b_{i^{*}}$ for any $i \in I$. Then $(A, \phi, t, S)$ becomes a bi-Frobenius algebra with a pair of dual bases $\left\{b_{i}, \left.\frac{b_{i *}}{\varepsilon\left(b_{i}\right)} \right\rvert\, i \in I\right\}$.
(2) A group-like algebra is not a Hopf algebra in general. If it is, it must be a group algebra, see [36, Corollary 2]. Thus, a bi-Frobenius algebra coming from a grouplike algebra is not a Hopf algebra if the underlying algebra is not a group algebra.

Group-like algebras have some special properties (see e.g., [20]). Group-like algebras of dimension 2 and 3 have been determined in [20]. For group-like algebras of dimension 4, we refer to [21]. If a group-like algebra is also a Hopf algebra, then it needs to be a group algebra [36, Corollary 2]. Because of this, a bi-Frobenius algebra coming from a group-like algebra is not a Hopf algebra if the algebra itself is not a group algebra.

## §1.2 Auslander-Reiten theory

The aim of this section is to collect several results about Auslander-Reiten theory which are needed in this paper. For these concepts, we refer to the textbooks $[3,4]$.

Auslander-Reiten translate. Let $A$ be a finite dimensional algebra over $\mathbb{k}$ and $A$-mod (resp. mod $-A$ ) the finite dimensional left (resp. right) module category of $A$. There are several ingredients that go into the topic of Auslander-Reiten translate of $A$ mod. One is the functor $D: A-\bmod \rightarrow \bmod -A$ which is defined as $D X=\operatorname{Hom}_{\mathbb{k}}(X, \mathbb{k})$, for $X \in A$-mod. We also want to use another functor $\operatorname{Hom}_{A}(-, A): A$-mod $\rightarrow \bmod -A$. If $M$ is a left $A$-module, then $\operatorname{Hom}_{A}(M, A)$ is a right $A$-module given by $(f a)(u)=$ $f(u) a$ for $a \in A, u \in M$ and $f \in \operatorname{Hom}_{A}(M, A)$.

Let $M$ be in $A$-mod and $P_{0} \xrightarrow{p_{0}} M \rightarrow 0$ the projective cover of $M$. We denote by $P_{1} \xrightarrow{p_{1}} \operatorname{ker} p_{0}$ the projective cover of ker $p_{0}$. Then the sequence $P_{1} \xrightarrow{p_{1}} P_{0} \xrightarrow{p_{0}} M \rightarrow 0$ is called a minimal projective presentation of M . One can continue the process forever and get what is called a minimal projective resolution, but we are only interested in the $P_{1}$ and $P_{0}$ terms.

Applying the functor $\operatorname{Hom}_{A}(-, A)$ to $P_{1} \xrightarrow{p_{1}} P_{0}$, one obtains a right $A$-module $\operatorname{map} p_{1}^{*}: \operatorname{Hom}_{A}\left(P_{0}, A\right) \rightarrow \operatorname{Hom}_{A}\left(P_{1}, A\right)$. The transpose of $M$ is defined to be $\operatorname{Tr}(M):=$ $\operatorname{coker}\left(p_{1}^{*}\right)$ and the Auslander-Reiten translate of $M$ is $\mathrm{D} \operatorname{Tr}(M)$, the dual of transpose of left $A$-module $M$.

Almost split sequences. In this subsection we give an introduction to almost split sequences, a special type of short exact sequences of modules which play a central role in the representation theory of artin algebras.

Let $X$ and $Y$ be two $A$-modules. The morphism $f: M \rightarrow N$ is a split monomorphism if there exists $g: N \rightarrow M$ such that $g \circ f=i d_{M}$, and $f: M \rightarrow N$ is a split epimorphism if there exists $g: N \rightarrow M$ such that $f \circ g=i d_{N}$.

In the following, we introduce some special morphisms, called left and right almost split morphisms, which gives rise in a natural way to the notion of an almost split sequence.

Definition 1.2.1 The map $f: M \rightarrow N$ is called left almost split if $f$ is not a split monomorphism and if there is $g: M \rightarrow X$ with $g$ not a split monomorphism, then there is $h: N \rightarrow X$ such that $h \circ f=g$. Dually, $f: M \rightarrow N$ is called right almost split if $f$ is not split epimorphism and if there is $g: Y \rightarrow N$ with $g$ not split epimorphism, then there is $h: Y \rightarrow M$ such that $f \circ h=g$.

We also need the notion of minimality.

Definition 1.2.2 The map $f: M \rightarrow N$ is called left minimal if for all $h: N \rightarrow N$ with $h \circ f=f$, then $h$ is an isomorphism. Dually, $f: M \rightarrow N$ is called right minimal if for all $h: M \rightarrow M$ with $f \circ h=f$, then $h$ is an isomorphism.

Finally, we say that $f: M \rightarrow N$ is left minimal almost split if $f$ is both left minimal and left almost split. Similarly, we have the notion of right minimal almost split.

Definition 1.2.3 $A$ short exact sequence $0 \rightarrow X \xrightarrow{f} M \xrightarrow{g} Y \rightarrow 0$ is called almost split if $f$ is left minimal almost split and $g$ is right minimal almost split.

The following proposition [4, Proposition 1.14, ChV] gives many equivalent conditions for a short exact sequence to be almost split.

Proposition 1.2.4 The following are equivalent for a short exact sequence $0 \rightarrow X \xrightarrow{f}$ $M \xrightarrow{g} Y \rightarrow 0$.
(1) The sequence is an almost split sequence.
(2) The morphism $f$ is left minimal almost split.
(3) The morphism $g$ is right minimal almost split.
(4) $X$ is indecomposable and $g$ is right almost split.
(5) $Y$ is indecomposable and $f$ is left almost split.
(6) $X$ is isomorphic to DTrY and $g$ is right almost split.
(7) $Y$ is isomorphic to $\operatorname{Tr} D X$ and $f$ is left almost split.

We end with an introduction to the existence and uniqueness of almost split sequence.

Theorem 1.2.5 [4, Theorem1.15, ChV] We have the following existence of almost split sequence:
(1) If $Y$ is an indecomposable non-projective module, then there is an almost split sequence $0 \rightarrow X \rightarrow M \rightarrow Y \rightarrow 0$.
(2) If $X$ is an indecomposable non-injective module, then there is an almost split sequence $0 \rightarrow X \rightarrow M \rightarrow Y \rightarrow 0$.

An almost split sequence is determined uniquely by either of its end terms in the following sense (cf. [4, Theorem1.16, ChV]).

Theorem 1.2.6 The following are equivalent for two almost split sequences $0 \rightarrow X \xrightarrow{f}$ $M \xrightarrow{g} Y \rightarrow 0$ and $0 \rightarrow X^{\prime} \xrightarrow{f^{\prime}} M^{\prime} \xrightarrow{g^{\prime}} Y^{\prime} \rightarrow 0$.
(1) $X \cong X^{\prime}$.
(2) $Y \cong Y^{\prime}$.
(3) The two sequences are isomorphic (i.e., there is a commutative diagram of the following form with the vertical morphisms isomorphisms)


## Chapter 2 The Green rings of Hopf algebras

Let $H$ be a finite dimensional Hopf algebra and $H$-mod the category of finite dimensional (left) $H$-modules. In Section 2.1, we use quantum traces of morphisms of $H$-modules to characterize when the trivial module $\mathbb{k}$ is a direct summand of the decomposition of tensor product of any two indecomposable modules (see Theorem 2.1.7). Consequently, we answer the question raised by Cibils [16, Remark 5.8]. In particular, we apply techniques from [35,73] to determine whether or not the trivial module $\mathbb{k}_{k}$ appears in the decomposition of the tensor product $X \otimes X^{*}\left(\right.$ resp. $\left.X^{*} \otimes X\right)$ for any indecomposable module $X$. Most results stated in this section are useful for next sections.

In Section 2.2, we follow the approach of [8] and impose three bilinear forms on the Green ring $r(H)$ of the Hopf algebra $H$. One of them is the bilinear form determined by $\langle[X],[Y]\rangle_{1}=\operatorname{dim}_{\mathrm{k}} \operatorname{Hom}_{H}(X, Y)$. Another form is $\langle[X],[Y]\rangle_{2}=\operatorname{dim}_{\mathbb{k}} \mathcal{P}(X, Y)$, where $\mathcal{P}(X, Y)$ is the space of morphisms from $X$ to $Y$ factoring through a projective module. We show that the two forms are both non-degenerate and they are essentially the same up to a unit. The third form is $\langle[X],[Y]\rangle_{3}=\langle[X],[Y]\rangle_{1}-\langle[X],[Y]\rangle_{2}$. The radical of the form $\langle-,-\rangle_{3}$ contains the projective ideal $\mathcal{P}$ of $r(H)$ generated by projective $H$-modules. Under the assumption that $H$ is of finite representation type, we prove that the radical of the form $\langle-,-\rangle_{3}$ is equal to $\mathcal{P}$ if and only if there are no periodic $H$-modules of even period.

In Section 2.3, we consider the form $([X],[Y]):=\left\langle[X],\left[Y^{*}\right]\right\rangle_{1}$ on the Green ring $r(H)$ and use the form $(-,-)$ to obtain some results about $r(H)$. The form $(-,-)$ is associative and non-degenerate, and hence $r(H)$ is a Frobenius algebra over $\mathbb{Z}$ if $H$ is of finite representation type. The dual basis of $r(H)$ with respect to the form $(-,-)$ can be described partly by almost split sequences of $H$-modules. We use the form $(-,-)$ to give several one-sided ideals of $r(H)$ and these ideals provide a little more information about the Jacobson radical and central primitive idempotents of $r(H)$. It is known that the Grothendieck ring $G_{0}(H)$ of $H$ is a quotient ring of $r(H)$. We describe this quotient ring clearly: $r(H) / \mathcal{P}^{\perp} \cong G_{0}(H)$, where $\mathcal{P}^{\perp}$ is orthogonal to the projective
ideal $\mathcal{P}$ with respect to the form $(-,-)$. This isomorphism will be used in next chapter to characterize when the Jacobson radical of $r(H)$ is equal to the intersection $\mathcal{P} \cap \mathcal{P}^{\perp}$.

Throughout, $H$ is an arbitrary finite dimensional Hopf algebra over an algebraically closed field $\mathbb{k}$; all $H$-modules considered here are objects in $H$-mod, the category of finite dimensional left $H$-modules. The tensor product $\otimes$ stands for $\otimes_{\mathfrak{k}}$. The notation $M \mid X \otimes Y$ (resp. $M \nmid X \otimes Y$ ) means that $M$ is (resp. is not) a direct summand of $X \otimes Y$. For the theory of Hopf algebras, we refer to $[49,64]$.

## §2.1 Quantum traces

In the study of the Green ring $r(H)$ of a Hopf algebra $H$, one of difficult problems is to determine whether or not the trivial module $\mathbb{k}$ appears in the decomposition of tensor product $X \otimes Y$ for indecomposable modules $X$ and $Y$. This problem has already been solved in the case of group algebras by Benson and Carlson [7, Theorem 2.1], in the case of involutory Hopf algebras in terms of splitting trace modules [35], and in the case of Hopf algebras with the square of antipode being inner [73, Theorem 2.4]. Motivated by these works, in this section we shall make use of the notion of quantum traces to solve the aforementioned problem for any finite dimension Hopf algebra. In particular, we will look at the special case $X \otimes X^{*}\left(\right.$ or $\left.X^{*} \otimes X\right)$ for $X$ being indecomposable, and give various characterizations for $\mathfrak{k} \mid X \otimes X^{*}$ or not, which will be used in the next section.

Recall that the Hom-space $\operatorname{Hom}_{\mathrm{k}}(X, Y)$ is an $H$-module given by $(h f)(x)=$ $\sum h_{1} f\left(S\left(h_{2}\right) x\right)$, for $x \in X, f \in \operatorname{Hom}_{\mathbb{k}}(X, Y)$ and $h \in H$ with the comultiplication $\triangle(h)=\sum h_{1} \otimes h_{2}$. In the special case where $Y$ is the trivial module $\mathbb{k}$, then $X^{*}:=\operatorname{Hom}_{\mathbb{k}}(X, \mathbb{k})$ is an $H$-module given by $(h f)(x)=f(S(h) x)$, for $h \in H, x \in X$ and $f \in X^{*}$. The evaluation of $X$ is the morphism $\mathrm{ev}_{X}: X^{*} \otimes X \rightarrow \mathbb{k}$ given by $\operatorname{ev}_{X}(f \otimes x)=f(x)$. The coevaluation of $X$ is the morphism $\operatorname{coev}_{X}: \mathbb{k} \rightarrow X \otimes X^{*}$ defined by $\operatorname{coev}_{X}(1)=\sum_{i} x_{i} \otimes x_{i}^{*}$, where $\left\{x_{i}\right\}$ is a basis of $X$ and $\left\{x_{i}^{*}\right\}$ is the dual basis in $X^{*}$.

The left quantum trace of $\theta \in \operatorname{Hom}_{H}\left(X, X^{* *}\right)$ is defined to be the following com-
position:

$$
\begin{equation*}
\operatorname{Tr}_{X}^{L}(\theta): \mathbb{k} \xrightarrow{\operatorname{coev}_{X}} X \otimes X^{*} \xrightarrow{\theta \otimes i d_{X^{*}}} X^{* *} \otimes X^{*} \xrightarrow{\operatorname{ev}_{X^{*}}} \mathbb{k} \tag{2.1}
\end{equation*}
$$

Similarly, the right quantum trace of a morphism $\theta \in \operatorname{Hom}_{H}\left(X^{* *}, X\right)$ is defined to be

$$
\begin{equation*}
\operatorname{Tr}_{X}^{R}(\theta): \mathbb{k} \xrightarrow{\operatorname{coev}_{X^{*}}} X^{*} \otimes X^{* *} \xrightarrow{i d_{X *} \otimes \theta} X^{*} \otimes X \xrightarrow{e \mathrm{ev}_{X}} \mathbb{k} \tag{2.2}
\end{equation*}
$$

Since $\operatorname{End}_{H}(\mathbb{k}) \cong \mathbb{k}$, both $\operatorname{Tr}_{X}^{L}(\theta)$ and $\operatorname{Tr}_{X}^{R}(\theta)$ are elements in $\mathbb{k}$.
Remark 2.1.1 Applying the duality functor $*$ to (2.1) and (2.2) respectively, one obtains that $\operatorname{Tr}_{X}^{L}(\theta)=\operatorname{Tr}_{X^{*}}^{R}\left(\theta^{*}\right)$ and $\operatorname{Tr}_{X}^{R}(\theta)=\operatorname{Tr}_{X^{*}}^{L}\left(\theta^{*}\right)$.

Remark 2.1.2 Let $P$ be a projective $H$-module.
(1) If $H$ is not semisimple, then $\operatorname{Tr}_{P}^{L}(\theta)=0$ for any $\theta \in \operatorname{Hom}_{H}\left(P, P^{* *}\right)$. Otherwise, the morphism coev ${ }_{P}$ is a split monomorphism by (2.1). In this case, $\mathbb{k} \mid P \otimes P^{*}$. It follows that $\mathbb{k}$ is projective, and hence $H$ is semisimple, a contradiction. Similarly, if $H$ is not semisimple, then $\operatorname{Tr}_{P}^{R}(\theta)=0$ for any $\theta \in \operatorname{Hom}_{H}\left(P^{* *}, P\right)$.
(2) If $H$ is involutory, i.e., $S^{2}=i d_{H}$, then the map $\theta: P \rightarrow P^{* *}$ given by $\theta(x)(f)=$ $f(x)$ for $x \in P$ and $f \in P^{*}$ is an $H$-module isomorphism. In this case, $\operatorname{Tr}_{P}^{L}(\theta)=$ $\operatorname{Tr}_{P}^{R}\left(\theta^{-1}\right)=\operatorname{dim}_{\mathbb{k}} P$. This implies that an involutory Hopf algebra over a field $\mathbb{k}$ of characteristic 0 is semisimple (the converse is also true, see [41]). In case the characteristic of $\mathbb{k}$ is $p>0$ and $H$ is not semisimple, then $p \mid \operatorname{dim}_{\mathbb{k}} P$, giving a result of Lorenz [46, Theorem 2.3 (b)].

Lemma 2.1.3 Let $X$ be an indecomposable $H$-module.
(1) For any $\theta \in \operatorname{Hom}_{H}\left(X, X^{* *}\right)$, if $\operatorname{Tr}_{X}^{L}(\theta) \neq 0$, then $\theta$ is an isomorphism.
(2) For any $\theta \in \operatorname{Hom}_{H}\left(X^{* *}, X\right)$, if $\operatorname{Tr}_{X}^{R}(\theta) \neq 0$, then $\theta$ is an isomorphism.

Proof.We only prove Part (1) and the proof of Part (2) is similar. For any integer $m>0$, the $m$-th power of the duality functor $*$ on $X$ is denoted $X^{* m}$. If $\left\{x_{i}\right\}$ is a basis of $X$, we denote by $\left\{x_{i}^{* m}\right\}$ the basis of $X^{* m}$ dual to the basis $\left\{x_{i}^{* m-1}\right\}$ of $X^{* m-1}$, i.e., $\left\langle x_{i}^{* m}, x_{j}^{* m-1}\right\rangle=\delta_{i, j}$. With these notations, we have the following: Let $\mathbf{A}$ be the
transformation matrix of the morphism $\theta \in \operatorname{Hom}_{H}\left(X, X^{* *}\right)$ with respect to the bases $\left\{x_{i}\right\}$ and $\left\{x_{i}^{* *}\right\}$. It is clear that $\operatorname{Tr}_{X}^{L}(\theta)=\operatorname{Tr}(\mathbf{A})$, the usual trace of the matrix $\mathbf{A}$. Since $H$ is a finite dimensional Hopf algebra, the order of $S^{2}$ is finite by Radford's formula on $S^{4}$ and the Nichols-Zöller Theorem. Suppose that $S^{2 n}=i d_{H}$. Then the map

$$
\operatorname{Id}: X^{* 2 n} \rightarrow X, \sum_{i} \lambda_{i} x_{i}^{* 2 n} \mapsto \sum_{i} \lambda_{i} x_{i}
$$

is an H -module isomorphism and the transformation matrix of the map Id with respect to the basis $\left\{x_{i}^{* 2 n}\right\}$ of $X^{* 2 n}$ and the basis $\left\{x_{i}\right\}$ of $X$ is the identity matrix. Consider the following composition:

$$
\Theta: X \xrightarrow{\theta} X^{* *} \xrightarrow{\theta^{* *}} X^{* * * *} \rightarrow \cdots \rightarrow X^{* 2 n-2} \xrightarrow{\theta^{* 2 n-2}} X^{* 2 n} \xrightarrow{\text { Id }} X .
$$

Note that the matrix of the map $\Theta$ from $X$ to itself with respect to the basis $\left\{x_{i}\right\}$ of $X$ is $\mathbf{A}^{n}$. Since $\operatorname{End}_{H}(X)$ is local, the map $\Theta$ is either nilpotent or isomorphic. If $\Theta$ is nilpotent, so is $\mathbf{A}^{n}$, and hence $\mathbf{A}$ is nilpotent. This implies that $\operatorname{Tr}_{X}^{L}(\theta)=\operatorname{Tr}(\mathbf{A})=0$, a contradiction. Thus, $\Theta$ is an isomorphism, and so is the map $\theta$.

The following two canonical isomorphisms will be used later.
Lemma 2.1.4 [5, Lemma 2.1.6] For $H$-modules $X, Y$ and $Z$, we have the following canonical isomorphisms functorial in $X, Y$ and $Z$ :
(1) $\Phi_{X, Y, Z}: \operatorname{Hom}_{H}(X \otimes Y, Z) \rightarrow \operatorname{Hom}_{H}\left(X, Z \otimes Y^{*}\right), \Phi_{X, Y, Z}(\alpha)=\left(\alpha \otimes i d_{Y^{*}}\right) \circ\left(i d_{X} \otimes\right.$ coev $\left._{Y}\right)$.
(2) $\Psi_{X, Y, Z}: \operatorname{Hom}_{H}(X, Y \otimes Z) \rightarrow \operatorname{Hom}_{H}\left(Y^{*} \otimes X, Z\right), \Psi_{X, Y, Z}(\gamma)=\left(e v_{Y} \otimes i d_{Z}\right) \circ\left(i d_{Y^{*}} \otimes \gamma\right)$.

The inverse maps of $\Phi_{X, Y, Z}$ and $\Psi_{X, Y, Z}$, respectively, are $\Phi_{X, Y, Z}^{-1}(\beta)=\left(i d_{Z} \otimes \mathrm{ev}_{Y}\right) \circ$ $\left(\beta \otimes i d_{Y}\right)$ for $\beta \in \operatorname{Hom}_{H}\left(X, Z \otimes Y^{*}\right)$, and $\Psi_{X, Y, Z}^{-1}(\delta)=\left(i d_{Y} \otimes \delta\right) \circ\left(\operatorname{coev}_{Y} \otimes i d_{X}\right)$ for $\delta \in \operatorname{Hom}_{H}\left(Y^{*} \otimes X, Z\right)$. The two canonical isomorphisms satisfy the following properties.

Proposition 2.1.5 Let $X$ be an indecomposable $H$-module. For any $H$-module $Y$, we have the following:
(1) The canonical isomorphism $\operatorname{Hom}_{H}\left(Y \otimes X^{*}, \mathbb{k}\right) \xrightarrow{\Phi_{Y, X^{*}, \mathfrak{k}}} \operatorname{Hom}_{H}\left(Y, X^{* *}\right)$ preserves split epimorphisms.
(2) The canonical isomorphism $\operatorname{Hom}_{H}(Y, X) \xrightarrow{\Psi_{Y, X, \mathfrak{k}}} \operatorname{Hom}_{H}\left(X^{*} \otimes Y, \mathbb{k}_{\mathfrak{k}}\right)$ reflects split epimorphisms.

Proof.(1) If the map $\alpha \in \operatorname{Hom}_{H}\left(Y \otimes X^{*}, \mathbb{k}\right)$ is a split epimorphism, there is some $\beta \in$ $\operatorname{Hom}_{H}\left(\mathbb{k}, Y \otimes X^{*}\right)$ such that $\alpha \circ \beta=i d_{\mathbb{k}}$. For the map $\beta$, there is some $\gamma \in \operatorname{Hom}_{H}(X, Y)$ such that $\beta=\Phi_{\mathrm{k}, X, Y}(\gamma)$. Note that $\Phi_{Y, X^{*}, \mathfrak{k}}(\alpha) \circ \gamma \in \operatorname{Hom}_{H}\left(X, X^{* *}\right)$. It follows that

$$
\begin{aligned}
\operatorname{Tr}_{X}^{L}\left(\Phi_{Y, X^{*}, \mathfrak{k}}(\alpha) \circ \gamma\right) & =\operatorname{ev}_{X^{*}} \circ\left(\left(\Phi_{Y, X^{*}, \mathfrak{k}}(\alpha) \circ \gamma\right) \otimes i d_{X^{*}}\right) \circ \operatorname{coev}_{X} \\
& =\left(i d_{\mathbb{k}} \otimes \operatorname{ev}_{X^{*}}\right) \circ\left(\Phi_{Y, X^{*}, \mathfrak{k}}(\alpha) \otimes i d_{X^{*}}\right) \circ\left(\gamma \otimes i d_{X^{*}}\right) \circ\left(i d_{\mathbb{k}} \otimes \operatorname{coev}_{X}\right) \\
& =\Phi_{Y, X^{*}, \mathfrak{k}}^{-1}\left(\Phi_{Y, X^{*}, \mathbb{k}}(\alpha)\right) \circ \Phi_{\mathbb{k}, X, Y}(\gamma) \\
& =\alpha \circ \beta=i d_{\mathfrak{k}} .
\end{aligned}
$$

Thus, $\Phi_{Y, X^{*}, \mathbb{k}}(\alpha) \circ \gamma$ is an isomorphism by Lemma 2.1.3, and hence the map $\Phi_{Y, X^{*}, \mathbb{k}}(\alpha)$ is a split epimorphism.
(2) If the map $\alpha \in \operatorname{Hom}_{H}\left(X^{*} \otimes Y, \mathbb{k}\right)$ is a split epimorphism, there is some $\beta \in \operatorname{Hom}_{H}\left(\mathbb{k}, X^{*} \otimes Y\right)$ such that $\alpha \circ \beta=i d_{\mathbb{k}}$. Note that $\Psi_{Y, X, k}^{-1}(\alpha) \circ \Psi_{k, X^{*}, Y}(\beta) \in$ $\operatorname{Hom}_{H}\left(X^{* *}, X\right)$. It follows that

$$
\begin{aligned}
& \operatorname{Tr}_{X}^{R}\left(\Psi_{Y, X, \mathrm{k}}^{-1}(\alpha) \circ \Psi_{\mathrm{k}, X^{*}, Y}(\beta)\right) \\
= & \operatorname{ev}_{X} \circ\left(i d_{X^{*}} \otimes\left(\Psi_{Y, X, \mathrm{k}}^{-1}(\alpha) \circ \Psi_{\mathrm{k}, X^{*}, Y}(\beta)\right)\right) \circ \operatorname{coev}_{X^{*}} \\
= & \left(\operatorname{ev}_{X} \otimes i d_{\mathrm{k}}\right) \circ\left(i d_{X^{*}} \otimes \Psi_{Y, X, \mathrm{k}}^{-1}(\alpha)\right) \circ\left(i d_{X^{*}} \otimes \Psi_{\mathrm{k}, X^{*}, Y}(\beta)\right) \circ\left(\operatorname{coev}_{X^{*}} \otimes i d_{\mathbb{k}}\right) \\
= & \Psi_{Y, X, \mathrm{k}}\left(\Psi_{Y, X, \mathrm{k}}^{-1}(\alpha)\right) \circ \Psi_{\mathrm{k}^{-}, X^{*}, Y}^{-1}\left(\Psi_{\mathrm{k}, X^{*}, Y}(\beta)\right) \\
= & \alpha \circ \beta=i d_{\mathrm{k}} .
\end{aligned}
$$

Thus, $\Psi_{Y, X, \mathrm{k}}^{-1}(\alpha) \circ \Psi_{\mathrm{k}, X^{*}, Y}(\beta)$ is an isomorphism by Lemma 2.1.3, and hence the map $\Psi_{Y, X, k}^{-1}(\alpha)$ is a split epimorphism.

As an immediate consequence of Proposition 2.1.5, we have the following result.
Corollary 2.1.6 Let $X$ and $Y$ be two indecomposable $H$-modules.
(1) If $\mathbb{k} \mid Y \otimes X^{*}$, then $Y \cong X^{* *}$.
(2) If $\mathbb{k} \mid X^{*} \otimes Y$, then $Y \cong X$.

Cibils in [16, Remark 5.8] raised the following question: when is the trivial module a direct summand of the tensor product of two indecomposable modules over a finite dimensional Hopf algebra? We are now ready to answer this question using quantum traces.

Theorem 2.1.7 Let $X$ and $Y$ be two indecomposable $H$-modules.
(1) $\mathfrak{k} \mid Y \otimes X^{*}$ if and only if there are isomorphisms $f: X \rightarrow Y$ and $g: Y \rightarrow X^{* *}$ such that $\operatorname{Tr}_{X}^{L}(g \circ f) \neq 0$.
(2) $\mathfrak{k} \mid X^{*} \otimes Y$ if and only if there are isomorphisms $f: X^{* *} \rightarrow Y$ and $g: Y \rightarrow X$ such that $\operatorname{Tr}_{X}^{R}(g \circ f) \neq 0$.

Proof.We only prove Part (1) and the same argument works for Part (2). If $f: X \rightarrow Y$ and $g: Y \rightarrow X^{* *}$ are two isomorphisms such that $\operatorname{Tr}_{X}^{L}(g \circ f) \neq 0$, then

$$
0 \neq \operatorname{Tr}_{X}^{L}(g \circ f)=\operatorname{ev}_{X^{*}} \circ\left(g \otimes i d_{X^{*}}\right) \circ\left(f \otimes i d_{X^{*}}\right) \circ \operatorname{coev}_{X}
$$

This implies that the map $\left(f \otimes i d_{X^{*}}\right) \circ \operatorname{coev}_{X}: \mathbb{k} \rightarrow Y \otimes X^{*}$ is a split monomorphism, and hence $\mathbb{k} \mid Y \otimes X^{*}$. Conversely, if $\mathbb{k} \mid Y \otimes X^{*}$, there are maps $\alpha: \mathbb{k} \rightarrow Y \otimes X^{*}$ and $\beta: Y \otimes X^{*} \rightarrow \mathbb{k}$ such that $\beta \circ \alpha=i d_{\mathfrak{k}}$. For the map $\alpha$, by Lemma 2.1.4, there is a map $f: X \rightarrow Y$ such that

$$
\alpha=\Phi_{\mathfrak{k}, X, Y}(f)=\left(f \otimes i d_{X^{*}}\right) \circ\left(i d_{\mathfrak{k}^{k}} \otimes \operatorname{coev}_{X}\right) .
$$

For the map $\beta$, there is a map $g: Y \rightarrow X^{* *}$ such that

$$
\beta=\Phi_{Y, X^{*}, \mathrm{k}}^{-1}(g)=\left(i d_{\mathrm{k}} \otimes \mathrm{ev}_{X^{*}}\right) \circ\left(g \otimes i d_{X^{*}}\right) .
$$

Thus, we have

$$
\begin{aligned}
\operatorname{Tr}_{X}^{L}(g \circ f) & =\mathrm{ev}_{X^{*}} \circ\left(g \otimes i d_{X^{*}}\right) \circ\left(f \otimes i d_{X^{*}}\right) \circ \operatorname{coev}_{X} \\
& =\left(i d_{\mathfrak{k}^{k}} \otimes \operatorname{ev}_{X^{*}}\right) \circ\left(g \otimes i d_{X^{*}}\right) \circ\left(f \otimes i d_{X^{*}}\right) \circ\left(i d_{\mathrm{k}} \otimes \operatorname{coev}_{X}\right) \\
& =\beta \circ \alpha=i d_{\mathrm{k}}
\end{aligned}
$$

It follows from Lemma 2.1.3 that the composition $g \circ f$ is an isomorphism. Thus, $f$ and $g$ are both isomorphisms.

Given two $H$-modules $X$ and $Y$, one knows little in general about how to decompose the tensor product $X \otimes Y$ into a direct sum of indecomposable modules. However, there are still some rules that the decomposition should follow as shown in the following.

Proposition 2.1.8 Let $X, Y, M$ be $H$-modules with $X$ and $M$ indecomposable.
(1) If $\mathbb{k} \mid M \otimes M^{*}$ and $M \mid X \otimes Y$, then $\mathbb{k} \mid X \otimes X^{*}$ and $X \mid M \otimes Y^{*}$.
(2) If $\mathbb{k} \mid M^{*} \otimes M$ and $M \mid Y \otimes X$, then $\mathbb{k} \mid X^{*} \otimes X$ and $X \mid Y^{*} \otimes M$.

Proof.(1) We only prove Part (1) and the proof of Part (2) is similar. The conditions $\mathbb{k} \mid M \otimes M^{*}$ and $M \mid X \otimes Y$ imply that $\mathbb{k} \mid X \otimes Y \otimes M^{*}$. Suppose $Y \otimes M^{*} \cong \bigoplus_{i} N_{i}^{*}$ for some indecomposable modules $N_{i}$. Then there is an indecomposable module $N_{i}$ such that $\mathbb{k} \mid X \otimes N_{i}^{*}$. By Theorem 2.1.7 (1), we obtain $X \cong N_{i} \cong N_{i}^{* *}$. It follows that $\mathbb{k} \mid X \otimes N_{i}^{*} \cong X \otimes X^{*}$. Note that $\mathbb{k} \mid M \otimes M^{*}$ implies that $M \cong M^{* *}$. Then $X \cong N_{i}^{* *}$ implies that $X \mid\left(Y \otimes M^{*}\right)^{*} \cong M \otimes Y^{*}$, as desired.

In the rest of this section, $H$ will be a non-semisimple Hopf algebra. We shall take another approach to characterize when the trivial module $\mathbb{k}$ appears in the decomposition of the tensor product $X^{*} \otimes X$ (resp. $X \otimes X^{*}$ ) for an indecomposable module $X$. For the special case where the square of the antipode is inner, we refer to $[35,73]$. Suppose

$$
\begin{equation*}
0 \rightarrow \tau(\mathbb{k}) \rightarrow E \xrightarrow{\sigma} \mathbb{k}^{\boldsymbol{k}} \rightarrow 0 \tag{2.3}
\end{equation*}
$$

is an almost split sequence ending at the trivial module $\mathbb{k}$. Tensoring (over $\mathbb{k}$ ) the sequence (2.3) with an indecomposable module $X$, we obtain the following two short exact sequences:

$$
\begin{align*}
& 0 \rightarrow \tau(\mathbb{k}) \otimes X \rightarrow E \otimes X \xrightarrow{\sigma \otimes i d_{X}} X \rightarrow 0,  \tag{2.4}\\
& 0 \rightarrow X \otimes \tau(\mathbb{k}) \rightarrow X \otimes E \xrightarrow{i d_{X} \otimes \sigma} X \rightarrow 0 . \tag{2.5}
\end{align*}
$$

We need the following lemma, its proof is straightforward if one applies Lemma 2.1.4.

Lemma 2.1.9 For $H$-modules $X$ and $Y$, the following diagrams are commutative:


Proposition 2.1.10 Let $X$ be an indecomposable $H$-module. The following are equivalent:
(1) $\mathbb{k} \nmid X^{*} \otimes X$
(2) The map $\operatorname{Hom}_{H}\left(X^{*} \otimes X, E\right) \xrightarrow{\sigma_{*}} \operatorname{Hom}_{H}\left(X^{*} \otimes X, \mathbb{k}\right)$ is surjective.
(3) The map $\operatorname{Hom}_{H}(X, X \otimes E) \xrightarrow{\left(i d_{X} \otimes \sigma\right)_{*}} \operatorname{Hom}_{H}(X, X)$ is surjective.
(4) The map $X \otimes E \xrightarrow{i d_{X} \otimes \sigma} X$ is a split epimorphism.
(5) The map $E \otimes X^{*} \xrightarrow{\sigma \otimes i d_{X}} X^{*}$ is a split epimorphism.

Proof.(1) $\Leftrightarrow(2)$. If $\mathbb{k}_{\mathfrak{k}} \nmid X^{*} \otimes X$, then for any $\alpha \in \operatorname{Hom}_{H}\left(X^{*} \otimes X, \mathbb{k}\right)$, the map $\alpha$ is not a split epimorphism. Since $\sigma$ is right almost split from $E$ to $\mathbb{k}$, there is a map $\beta$ from $X^{*} \otimes X$ to $E$ such that $\sigma \circ \beta=\alpha$. This implies that $\sigma_{*}$ is surjective. Conversely, if the map $\sigma_{*}$ is surjective, then $\mathbb{k} \nmid X^{*} \otimes X$. Otherwise, by Theorem 2.1.7 (2), there is an isomorphism $\theta: X^{* *} \rightarrow X$ such that $\operatorname{Tr}_{X}^{R}(\theta)=i d_{\mathfrak{k}}$. For the map ev ${ }_{X}: X^{*} \otimes X \rightarrow \mathbb{k}$, there is some $\beta \in \operatorname{Hom}_{H}\left(X^{*} \otimes X, E\right)$ such that $\sigma \circ \beta=\operatorname{ev}_{X}$ since the map $\sigma_{*}$ is surjective. It follows that $i d_{\mathrm{k}}=\operatorname{Tr}_{X}^{R}(\theta)=\mathrm{ev}_{X} \circ\left(i d_{X^{*}} \otimes \theta\right) \circ \operatorname{coev}_{X^{*}}=\sigma \circ \beta \circ\left(i d_{X^{*}} \otimes \theta\right) \circ \operatorname{coev}_{X^{*}}$. We obtain that the map $\sigma$ is a split epimorphism, a contradiction to the fact that $\sigma$ is right almost split.
$(2) \Leftrightarrow(3)$. According to the commutative diagram (2.6), we have the following commutative diagram:


It follows that $\sigma_{*}$ is surjective if and only if $\left(i d_{X} \otimes \sigma\right)_{*}$ is surjective.
(3) $\Leftrightarrow(4)$. If $\left(i d_{X} \otimes \sigma\right)_{*}$ is surjective, for the identity map $i d_{X}$, there is a map $\alpha \in \operatorname{Hom}_{H}(X, X \otimes E)$ such that $\left(i d_{X} \otimes \sigma\right)_{*}(\alpha)=i d_{X}$, namely, $\left(i d_{X} \otimes \sigma\right) \circ \alpha=i d_{X}$. It follows that $i d_{X} \otimes \sigma$ is a split epimorphism. Conversely, if $i d_{X} \otimes \sigma$ is a split epimorphism, there is $\alpha \in \operatorname{Hom}_{H}(X, X \otimes E)$ such that $\left(i d_{X} \otimes \sigma\right) \circ \alpha=i d_{X}$. For any $\beta \in \operatorname{Hom}_{H}(X, X)$, we have $\left(i d_{X} \otimes \sigma\right)_{*}(\alpha \circ \beta)=\beta$. It yields that the map $\left(i d_{X} \otimes \sigma\right)_{*}$ is surjective.
$(2) \Leftrightarrow(5)$. Applying the commutative diagram (2.7), we have the following commutative diagram:

$$
\begin{gathered}
\operatorname{Hom}_{H}\left(X^{*} \otimes X, E\right) \xrightarrow{\sigma_{*}} \operatorname{Hom}_{H}\left(X^{*} \otimes X, \mathbb{k}\right) \\
\Phi_{X^{*}, X, E} \downarrow \\
\operatorname{Hom}_{H}\left(X^{*}, E \otimes X^{*}\right)^{\left(\sigma \otimes i d_{X^{*}}\right)_{*}} \operatorname{Hom}_{H}\left(X^{*}, X^{*}\right) .
\end{gathered}
$$

Thus, $\sigma_{*}$ is surjective if and only if $\left(\sigma \otimes i d_{X^{*}}\right)_{*}$ is surjective. If $\left(\sigma \otimes i d_{X^{*}}\right)_{*}$ is surjective, for the identity map $i d_{X^{*}}$, there is $\alpha \in \operatorname{Hom}_{H}\left(X^{*}, E \otimes X^{*}\right)$ such that $i d_{X^{*}}=(\sigma \otimes$ $\left.i d_{X^{*}}\right)_{*}(\alpha)=\left(\sigma \otimes i d_{X^{*}}\right) \circ \alpha$. This implies that $\sigma \otimes i d_{X^{*}}$ is a split epimorphism. Conversely, if $\sigma \otimes i d_{X^{*}}$ is a split epimorphism, there is $\alpha \in \operatorname{Hom}_{H}\left(X^{*}, E \otimes X^{*}\right)$ such that $(\sigma \otimes$ $\left.i d_{X^{*}}\right) \circ \alpha=i d_{X^{*}}$. For any $\beta \in \operatorname{Hom}_{H}\left(X^{*}, X^{*}\right)$, we obtain that $\left(\sigma \otimes i d_{X^{*}}\right)_{*}(\alpha \circ \beta)=\beta$. It follows that the map $\left(\sigma \otimes i d_{X^{*}}\right)_{*}$ is surjective.

Similarly, there are some equivalent conditions for $\mathbb{k} \nmid X \otimes X^{*}$. However, we only need the following characterization, which is useful in the study of the Green ring of $H$.

Proposition 2.1.11 Let $X$ be an indecomposable $H$-module. The following are equivalent:
(1) $\mathfrak{k} \nmid X \otimes X^{*}$
(2) The map $E \otimes X \xrightarrow{\sigma \otimes i d_{X}} X$ is a split epimorphism.

Proof.Let $Y$ be indecomposable such that $Y^{*} \cong X$ (such a $Y$ exists as the order of $S^{2}$ is finite). Then $\mathbb{k} \nmid X \otimes X^{*}$ if and only if $\mathbb{k} \nmid\left(Y^{*} \otimes Y\right)^{*}$ if and only if $\mathbb{k} \nmid Y^{*} \otimes Y$. By Proposition 2.1.10, this is precisely $\sigma \otimes i d_{Y^{*}}$ is a split epimorphism, as desired.

Although we have characterized $\mathbb{k} \nmid X^{*} \otimes X$ and $\mathbb{k} \nmid X \otimes X^{*}$ respectively in the previous two propositions, we still find the following characterizations of $\mathfrak{k} \mid X^{*} \otimes X$ and $\mathbb{k} \mid X \otimes X^{*}$ useful.

Proposition 2.1.12 Let $X$ be an indecomposable $H$-module. The following are equivalent:
(1) $\mathbb{k} \mid X^{*} \otimes X$.
(2) The map $X \otimes E \xrightarrow{i d_{X} \otimes \sigma} X$ is right almost split.

Proof.If $i d_{X} \otimes \sigma$ is right almost split, it is not a split epimorphism. By Proposition 2.1.10, we have $\mathbb{k} \mid X^{*} \otimes X$. Conversely, if $\mathbb{k} \mid X^{*} \otimes X$, by Proposition 2.1.10, the map $i d_{X} \otimes \sigma$ is not a split epimorphism. For any $\alpha \in \operatorname{Hom}_{H}(Y, X)$ which is not split epimorphism, the map $\Psi_{Y, X, \mathfrak{k}}(\alpha) \in \operatorname{Hom}_{H}\left(X^{*} \otimes Y, \mathbb{k}\right)$ is also not split epimorphism by Proposition 2.1.5 (2). For the map $\Psi_{Y, X, \mathbb{k}}(\alpha)$, there is a map $\beta \in \operatorname{Hom}_{H}\left(X^{*} \otimes Y, E\right)$ such that

$$
\sigma \circ \beta=\Psi_{Y, X, \mathrm{k}}(\alpha)
$$

since $\sigma$ is right almost split. Note that $\Psi_{Y, X, E}^{-1}(\beta) \in \operatorname{Hom}_{H}(Y, X \otimes E)$. We claim that the map $\Psi_{Y, X, E}^{-1}(\beta)$ satisfies the relation $\left(i d_{X} \otimes \sigma\right) \circ \Psi_{Y, X, E}^{-1}(\beta)=\alpha$, and hence $i d_{X} \otimes \sigma$ is right almost split. In fact, the commutative diagram (2.6) states that

$$
\Psi_{Y, X, \mathrm{k}} \circ\left(i d_{X} \otimes \sigma\right)_{*}=\sigma_{*} \circ \Psi_{Y, X, E}
$$

It follows that

$$
\begin{aligned}
\alpha & =\Psi_{Y, X, k}^{-1}(\sigma \circ \beta)=\left(\Psi_{Y, X, k}^{-1} \circ \sigma_{*}\right)(\beta) \\
& =\left(\left(i d_{X} \otimes \sigma\right)_{*} \circ \Psi_{Y, X, E}^{-1}\right)(\beta)=\left(i d_{X} \otimes \sigma\right) \circ \Psi_{Y, X, E}^{-1}(\beta) .
\end{aligned}
$$

This completes the proof.

Similarly, we have the following result.
Proposition 2.1.13 Let $X$ be an indecomposable $H$-module. The following are equivalent:
(1) $\mathbb{k} \mid X \otimes X^{*}$.
(2) The map $E \otimes X \xrightarrow{\sigma \otimes i d_{X}} X$ is right almost split.

Proof.If the map $\sigma \otimes i d_{X}$ is right almost split, it is not a split epimorphism. By Proposition 2.1.11, we obtain $\mathbb{k} \mid X \otimes X^{*}$. Conversely, if $\mathbb{k} \mid X \otimes X^{*}$, then $X \cong X^{* *}$ by Theorem 2.1.7 (1). To show that $\sigma \otimes i d_{X}$ is right almost split, we only need to show that $\sigma \otimes i d_{X^{* *}}$ is right almost split. Note that $\mathbb{k} \mid X^{* *} \otimes X^{* * *}$. It follows from Proposition 2.1.11 that the map $\sigma \otimes i d_{X^{* *}}$ is not a split epimorphism. For any $\alpha \in \operatorname{Hom}_{H}\left(Y, X^{* *}\right)$ which is not a split epimorphism, by Proposition 2.1.5 (1), $\Phi_{Y, X^{*}, \mathbb{k}}^{-1}(\alpha) \in \operatorname{Hom}_{H}(Y \otimes$ $\left.X^{*}, \mathbb{k}\right)$ is also not a split epimorphism. We get a map $\beta \in \operatorname{Hom}_{H}\left(Y \otimes X^{*}, E\right)$ such that

$$
\sigma \circ \beta=\Phi_{Y, X^{*}, \mathrm{k}}^{-1}(\alpha)
$$

since the map $\sigma$ is right almost split. In the following, we shall verify that the map $\Phi_{Y, X^{*}, E}(\beta) \in \operatorname{Hom}_{H}\left(Y, E \otimes X^{* *}\right)$ satisfies $\left(\sigma \otimes i d_{X^{* *}}\right) \circ \Phi_{Y, X^{*}, E}(\beta)=\alpha$, and hence the map $\sigma \otimes i d_{X^{* *}}$ is right almost split. To this end, by replacing $X$ with $X^{*}$ in commutative diagram (2.7), we obtain that

$$
\Phi_{Y, X^{*}, \mathrm{k}} \circ \sigma_{*}=\left(\sigma \otimes i d_{X^{* *}}\right)_{*} \circ \Phi_{Y, X^{*}, E} .
$$

Then

$$
\begin{aligned}
\alpha & =\Phi_{Y, X^{*}, \mathrm{k}}(\sigma \circ \beta) \\
& =\left(\Phi_{Y, X^{*}, \mathrm{k}} \circ \sigma_{*}\right)(\beta) \\
& =\left(\left(\sigma \otimes i d_{X^{* *}}\right)_{*} \circ \Phi_{Y, X^{*}, E}\right)(\beta) \\
& =\left(\sigma \otimes i d_{X^{* *}}\right) \circ \Phi_{Y, X^{*}, E}(\beta) .
\end{aligned}
$$

Remark 2.1.14 An indecomposable module satisfying one of the equivalent conditions in Proposition 2.1.12 or in Proposition 2.1.13 is called a splitting trace module, see e.g., [26, 35, 73].

## §2.2 Bilinear forms on Green rings

As shown in [8], an approach to study the Green ring of a finite group is through bilinear forms defined by dimensions of morphism spaces. In this section, we follow the same approach and define similar bilinear forms on the Green ring $r(H)$ of $H$. As we shall see, these bilinear forms can be used to investigate some properties of $r(H)$ presented in the next section.

Let $F(H)$ be the free abelian group generated by isomorphism classes $[X]$ of all $H$ modules $X$. The group $F(H)$ is in fact a ring with a multiplication given by the tensor product $[X][Y]=[X \otimes Y]$. The Green ring (or the representation ring) $r(H)$ of $H$ is defined to be the quotient ring of $F(H)$ modulo the relations $[X \oplus Y]=[X]+[Y]$, for $H$-modules $X, Y$. The identity of the associative ring $r(H)$ is represented by the trivial module $[\mathbb{k}]$. The set $\operatorname{ind}(H)$ consisting of isomorphism classes of all indecomposable $H$-modules forms a $\mathbb{Z}$-basis of $r(H)$, see e.g., [13, 19, 39, 43, 65].

The Grothendieck ring $G_{0}(H)$ of $H$ is the quotient ring of $F(H)$ modulo all short exact sequences of $H$-modules, i.e., $[Y]=[X]+[Z]$ if $0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$ is exact. The Grothendieck ring $G_{0}(H)$ possesses a $\mathbb{Z}$-basis given by isomorphism classes of simple $H$-modules. Both $r(H)$ and $G_{0}(H)$ are augmented $\mathbb{Z}$-algebras with the dimension augmentation. There is a natural ring epimorphism from $r(H)$ to $G_{0}(H)$ given by

$$
\begin{equation*}
\varphi: r(H) \rightarrow G_{0}(H),[M] \mapsto \sum_{[V]}[M: V][V], \tag{2.8}
\end{equation*}
$$

where $[M: V]$ is the multiplicity of $V$ in the composition series of $M$ and the sum $\sum_{[V]}$ runs over all non-isomorphic simple $H$-modules. If $H$ is semisimple, the map $\varphi$ is the identity map.

Let $Z$ be an indecomposable $H$-module. If $Z$ is non-projective, there is a unique almost split sequence $0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$ ending at $Z$. We follow the notation given in $[4$, Section $4, \mathrm{ChVI}]$ and denote by $\delta_{[Z]}$ the element $[X]-[Y]+[Z]$ in $r(H)$. In case $Z$ is projective, we define $\delta_{[Z]}:=[Z]-[\operatorname{rad} Z]$. The following gives a weaker condition for $\delta_{[Z]}=[X]-[Y]+[Z]$ in $r(H)$.

Proposition 2.2.1 Let $Z$ be an indecomposable non-projective $H$-module. If $0 \rightarrow$ $X \rightarrow Y \xrightarrow{\alpha} Z \rightarrow 0$ is a short exact sequence and the map $\alpha$ is only right almost split,
we still have $\delta_{[Z]}=[X]-[Y]+[Z]$.

Proof.Since the sequence

$$
\begin{equation*}
0 \rightarrow X \rightarrow Y \xrightarrow{\alpha} Z \rightarrow 0 \tag{2.9}
\end{equation*}
$$

is exact and the map $\alpha$ is right almost split, it follows from [4, Theorem 2.2, ChI] that the middle term $Y$ has a decomposition $Y=Y_{1} \oplus Y_{2}$ such that the restriction of $\alpha$ to the summand $Y_{1}$, denoted $\left.\alpha\right|_{Y_{1}}$, is right minimal, and the restriction of $\alpha$ to the summand $Y_{2}$ is zero. We obtain that $\left.\alpha\right|_{Y_{1}}$ is both right minimal and right almost split. By [4, Proposition 1.12, ChV ], the sequence $0 \rightarrow \operatorname{ker}\left(\left.\alpha\right|_{Y_{1}}\right) \xrightarrow{\iota} Y_{1} \xrightarrow{\left.\alpha\right|_{Y_{1}}} Z \rightarrow 0$ is almost split, where $\iota$ is the inclusion map. Thus, $\delta_{[Z]}=\left[\operatorname{ker}\left(\left.\alpha\right|_{Y_{1}}\right)\right]-\left[Y_{1}\right]+[Z]$. Meanwhile, it is easy to see that the sequence

$$
\begin{equation*}
0 \rightarrow \operatorname{ker}\left(\left.\alpha\right|_{Y_{1}}\right) \oplus Y_{2} \xrightarrow{\iota \amalg^{i d d_{Y_{2}}}} Y_{1} \oplus Y_{2} \xrightarrow{\alpha} Z \rightarrow 0 \tag{2.10}
\end{equation*}
$$

is exact. Applying the short five lemma to the sequences (2.9) and (2.10), we obtain that $X \cong \operatorname{ker}\left(\left.\alpha\right|_{Y_{1}}\right) \oplus Y_{2}$. In this case,

$$
\begin{aligned}
\delta_{[Z]} & =\left[\operatorname{ker}\left(\left.\alpha\right|_{Y_{1}}\right)\right]-\left[Y_{1}\right]+[Z] \\
& =\left[\operatorname{ker}\left(\left.\alpha\right|_{Y_{1}}\right) \oplus Y_{2}\right]-\left[Y_{1} \oplus Y_{2}\right]+[Z] \\
& =[X]-[Y]+[Z],
\end{aligned}
$$

as desired.
For any two $H$-modules $X$ and $Y$, following $[8,52,72]$ we define

$$
\langle[X],[Y]\rangle_{1}:=\operatorname{dim}_{\mathrm{k}} \operatorname{Hom}_{H}(X, Y)
$$

Then, $\langle-,-\rangle_{1}$ extends to a $\mathbb{Z}$-bilinear form on $r(H)$. The following results can be found from Proposition 4.1, Theorem 4.3 and Theorem 4.4 in [4, ChVI], so we omit their proofs.

Lemma 2.2.2 The following hold in $r(H)$ :
(1) For any two indecomposable modules $X$ and $Z,\left\langle[X], \delta_{[Z]}\right\rangle_{1}=\delta_{[X],[Z]}$, where $\delta_{[X],[Z]}$ is equal to 1 if $X \cong Z$, and 0 otherwise.
(2) For any $x \in r(H), x=\sum_{[M] \in \operatorname{ind}(H)}\left\langle x, \delta_{[M]}\right\rangle_{1}[M]$.
(3) The set $\left\{\delta_{[M]} \mid[M] \in \operatorname{ind}(H)\right\}$ is linearly independent in $r(H)$.
(4) $H$ is of finite representation type if and only if $\left\{\delta_{[M]} \mid[M] \in \operatorname{ind}(H)\right\}$ forms a $\mathbb{Z}$-basis of $r(H)$.
(5) $H$ is of finite representation type if and only if $\left\{\delta_{[M]} \mid[M] \in \operatorname{ind}(H)\right.$ and $M$ not projective\} forms a $\mathbb{Z}$-basis of $\operatorname{ker} \varphi$, where $\varphi$ is the map given in (2.8).

Remark 2.2.3 It follows from Lemma 2.2.2 (2) that the form $\langle-,-\rangle_{1}$ is non-degenerate in the sense that given $0 \neq x \in r(H)$, there is $y \in r(H)$ such that $\langle x, y\rangle_{1} \neq 0$. If $H$ is of finite representation type, it can be seen from Lemma 2.2.2 that the set $\left\{[M], \delta_{[M]} \mid\right.$ $[M] \in \operatorname{ind}(H)\}$ forms a pair of dual bases of $r(H)$ with respect to the form $\langle-,-\rangle_{1}$. In this case, any $x$ in $r(H)$ can be written as follows: $x=\sum_{[M] \in \operatorname{ind}(H)}\langle[M], x\rangle_{1} \delta_{[M]}$.

We use the non-degeneracy of the form $\langle-,-\rangle_{1}$ to give an equivalent condition for $H$ to be of finite representation type.

Proposition 2.2.4 A finite dimensional Hopf algebra $H$ is of finite representation type if and only if for any indecomposable module $X$, there are only finitely many indecomposable modules $M$ such that $\operatorname{Hom}_{H}(M, X) \neq 0$.

Proof.For any indecomposable module $X$, if there are only finitely many indecomposable modules $M$ such that $\operatorname{Hom}_{H}(M, X) \neq 0$, then $\sum_{[M] \in \operatorname{ind}(H)} \operatorname{dim}_{\mathbb{k}} \operatorname{Hom}_{H}(M, X) \delta_{[M]}$ is a finite sum. We have the following:

$$
\begin{aligned}
& \left\langle[M],[X]-\sum_{[M] \in \operatorname{ind}(H)} \operatorname{dim}_{\mathbb{k}} \operatorname{Hom}_{H}(M, X) \delta_{[M]}\right\rangle_{1} \\
= & \langle[M],[X]\rangle_{1}-\operatorname{dim}_{\mathbb{k}} \operatorname{Hom}_{H}(M, X)=0 .
\end{aligned}
$$

This implies that $[X]=\sum_{[M] \in \operatorname{ind}(H)} \operatorname{dim}_{\mathrm{k}} \operatorname{Hom}_{H}(M, X) \delta_{[M]}$ by the non-degeneracy of the form $\langle-,-\rangle_{1}$. Thus, $\left\{\delta_{[M]} \mid[M] \in \operatorname{ind}(H)\right\}$ is a basis of $r(H)$, and hence $H$ is of finite representation type by Lemma 2.2.2 (4).

Let $\mathcal{P}(X, Y)$ be the space of morphisms from $X$ to $Y$ which factor through a projective module. By a similar way to [8], we define another bilinear form on $r(H)$ as follows:

$$
\langle[X],[Y]\rangle_{2}:=\operatorname{dim}_{\mathrm{k}} \mathcal{P}(X, Y)
$$

Let $*$ denote the duality operator of $r(H)$ induced by the duality functor: $[X]^{*}=$ [ $X^{*}$ ]. Then $*$ is an anti-automorphism of $r(H)$. Obviously, if $S^{2}$ of $H$ is inner, then $*$ is an involution [46]. The forms $\langle-,-\rangle_{1}$ and $\langle-,-\rangle_{2}$ both have the following properties.

Proposition 2.2.5 Let $X, Y$ and $Z$ be $H$-modules.
(1) $\langle[X][Y],[Z]\rangle_{1}=\left\langle[X],[Z][Y]^{*}\right\rangle_{1}$ and $\langle[X],[Y][Z]\rangle_{1}=\left\langle[Y]^{*}[X],[Z]\right\rangle_{1}$.
(2) $\langle[X][Y],[Z]\rangle_{2}=\left\langle[X],[Z][Y]^{*}\right\rangle_{2}$ and $\langle[X],[Y][Z]\rangle_{2}=\left\langle[Y]^{*}[X],[Z]\right\rangle_{2}$.

Proof.(1) It follows from Lemma 2.1.4.
(2) If $\alpha \in \operatorname{Hom}_{H}(X \otimes Y, Z)$ factors through a projective module $P$, then $\Phi_{X, Y, Z}(\alpha)$ factors through the projective module $P \otimes Y^{*}$ by Lemma 2.1.4 (1). Thus, $\Phi_{X, Y, Z}(\mathcal{P}(X \otimes$ $Y, Z)) \subseteq \mathcal{P}\left(X, Z \otimes Y^{*}\right)$. Conversely, for any $\beta \in \mathcal{P}\left(X, Z \otimes Y^{*}\right)$ which factors through a projective module $P$, by Lemma 2.1.4 (1), the map $\Phi_{X, Y, Z}^{-1}(\beta)$ factors through the projective module $P \otimes Y$. We obtain that $\Phi_{X, Y, Z}(\mathcal{P}(X \otimes Y, Z))=\mathcal{P}\left(X, Z \otimes Y^{*}\right)$. Similarly, $\Psi_{X, Y, Z}(\mathcal{P}(X, Y \otimes Z))=\mathcal{P}\left(Y^{*} \otimes X, Z\right)$. We are done.

Let $\Omega$ and $\Omega^{-1}$ denote the syzygy functor and cosyzygy functor of $H$-mod respectively. Namely, $\Omega M$ is the kernel of the projective cover $P_{M} \rightarrow M$, and $\Omega^{-1} M$ is the cokernel of the injective envelope $M \rightarrow I_{M}$. Denote by $\delta_{[M]}^{*}$ the image of $\delta_{[M]}$ under the duality operator $*$ of $r(H)$. The following is a generalization of [8, Proposition 2.1] to the case of the Green ring $r(H)$. We omit the proof since it is similar to the proof of [8, Proposition 2.1].

Lemma 2.2.6 Let $M$ be an indecomposable $H$-module and $P_{\mathfrak{k}}$ the projective cover of the trivial module $\mathfrak{k}$. The following hold in $r(H)$ :
(1) $\left(\left[I_{M}\right]-\left[\Omega^{-1} M\right]\right) \delta_{\left[P_{\mathrm{k}}\right]}=\delta_{\left[P_{\mathrm{k}}\right]}\left(\left[I_{M}\right]-\left[\Omega^{-1} M\right]\right)=[M]$ and $\left(\left[P_{M}\right]-[\Omega M]\right) \delta_{\left[P_{\mathrm{k}]}\right]}^{*}=$ $\delta_{\left[P_{\mathrm{k}]}\right]}^{*}\left(\left[P_{M}\right]-[\Omega M]\right)=[M]$. Moreover, $\left.\delta_{\left[P_{\mathrm{k}}\right]}\right]_{\left[P_{\mathrm{k}}\right]}^{*}=\delta_{\left[P_{\mathrm{k}]}\right]}^{*} \delta_{\left[P_{\mathrm{k}}\right]}=1$.
(2) $[M] \delta_{\left[P_{\mathrm{k}]}\right]}=\delta_{\left[P_{\mathrm{k} \mathrm{k}}\right]}[M]=\left[P_{M}\right]-[\Omega M]$ and $[M] \delta_{\left[P_{\mathrm{k} \mathrm{k}}\right]}^{*}=\delta_{\left[P_{\mathrm{kk}}\right]}^{*}[M]=\left[I_{M}\right]-\left[\Omega^{-1} M\right]$. Thus, $\delta_{\left[P_{\mathrm{k}}\right]}$ and $\delta_{\left[P_{\mathrm{k}}\right]}^{*}$ are both central units of $r(H)$.

The following explores a relation between the forms $\langle-,-\rangle_{1}$ and $\langle-,-\rangle_{2}$. We refer to [8, Corollary 2.3] for a similar result for the Green ring of a finite group.

Proposition 2.2.7 Let $X$ and $Y$ be two $H$-modules.
(1) $\langle[X],[Y]\rangle_{2}$ is equal to the multiplicity of $P_{\mathbb{k}}$ in the direct sum decomposition of $Y^{*} \otimes X$.
(2) $\langle[X],[Y]\rangle_{2}=\left\langle[X],[Y] \delta_{\left[P_{\mathrm{k}}\right]}\right\rangle_{1}=\left\langle[X] \delta_{\left[P_{\mathrm{K}}\right]}^{*},[Y]\right\rangle_{1}$.
(3) $\langle[X],[Y]\rangle_{1}=\left\langle[X] \delta_{\left[P_{\mathrm{k}}\right]},[Y]\right\rangle_{2}=\left\langle[X],[Y] \delta_{\left[P_{\mathrm{k}}\right]}^{*}\right\rangle_{2}$.

Proof.(1) For any non-zero morphism $\alpha \in \mathcal{P}\left(Y^{*} \otimes X, \mathbb{k}\right)$, if $\alpha$ factors through an indecomposable projective module $P$, then $\alpha=\beta \circ \gamma$ for some $\beta: P \rightarrow \mathbb{k}$ and $\gamma$ : $Y^{*} \otimes X \rightarrow P$. Since $\beta$ is surjective, $P$ is the projective cover of $\mathbb{k}$ and hence $P \cong P_{\mathbb{k}}$. Note that $\operatorname{rad} P_{\mathrm{l}_{\mathrm{k}}}$ is the unique maximal submodule of $P_{\mathrm{k}}$. The image of the morphism $\gamma$ is either contained in $\operatorname{rad} P_{\mathrm{k}}$ or equal to $P_{\mathrm{k}}$. For the former case, $\alpha=\beta \circ \gamma=0$, a contradiction. Thus, the morphism $\gamma$ is surjective, and hence $P_{\mathrm{k}}$ is a direct summand of $Y^{*} \otimes X$. Now, if $\alpha$ factors through a projective module $P$ and $P \cong \bigoplus_{i} P_{i}$ for some indecomposable projective modules $P_{i}$. Then $\alpha=\sum_{i} \beta_{i} \circ \gamma_{i}$ for some $\beta_{i}: P_{i} \rightarrow \mathbb{k}$ and $\gamma_{i}: Y^{*} \otimes X \rightarrow P_{i}$. We have proved that $\beta_{i} \circ \gamma_{i} \neq 0$ if and only if $P_{i} \cong P_{\mathrm{k}}$. It follows that $\operatorname{dim}_{\mathbb{k}} \mathcal{P}\left(Y^{*} \otimes X, \mathbb{k}_{\mathrm{k}}\right)$ is equal to the multiplicity of $P_{\mathfrak{k}}$ in the direct sum decomposition of $Y^{*} \otimes X$, while $\operatorname{dim}_{\mathbb{k}} \mathcal{P}\left(Y^{*} \otimes X, \mathbb{k}\right)$ is equal to $\operatorname{dim}_{\mathfrak{k}} \mathcal{P}(X, Y)$ by Proposition 2.2.5 (2), as desired.
(2) It follows from Part (1) that $\langle[X],[Y]\rangle_{2}=\left\langle[Y]^{*}[X], \delta_{\left[P_{P_{k}}\right.}\right\rangle_{1}$. By Proposition 2.2.5, we have

$$
\begin{aligned}
\left\langle[Y]^{*}[X], \delta_{\left[P_{\mathrm{k}}\right]}\right\rangle_{1} & =\left\langle[X],[Y] \delta_{\left[P_{\mathrm{k}}\right]}\right\rangle_{1}=\left\langle[X] \delta_{\left[P_{\mathrm{k}]}\right.}^{*} \delta_{\left[P_{\mathrm{k}}\right]},[Y] \delta_{\left[P_{\mathrm{k}}\right]}\right\rangle_{1} \\
& =\left\langle[X] \delta_{\left[P_{\mathrm{k}]}\right]}^{*},[Y] \delta_{\left[P_{\mathrm{k} \mathrm{k}}\right.} \delta_{\left[P_{\mathrm{k} \mathrm{k}}\right.}^{*}\right\rangle_{1}=\left\langle[X] \delta_{\left[P_{\mathrm{k}}\right]}^{*},[Y]\right\rangle_{1} .
\end{aligned}
$$

(3) It follows from Part (2) and the fact that $\delta_{\left[P_{\mathrm{k}]}\right.} \delta_{\left[P_{\mathrm{k}}\right]}^{*}=\delta_{\left[P_{\mathrm{k}]}\right]}^{*} \delta_{\left[P_{\mathrm{k}]}\right]}=1$.

Corollary 2.2.8 Let $X$ be an indecomposable $H$-module and $V$ a simple $H$-module. Then $\langle[X],[V]\rangle_{2}=\delta_{[X],\left[P_{V}\right]}$.

Proof.It follows from Proposition 2.2 .7 that $\langle[X],[V]\rangle_{2}=\left\langle[X],[V] \delta_{\left[P_{\mathrm{R}}\right]}\right\rangle_{1}$. By Lemma 2.2.6, $\left\langle[X],[V] \delta_{\left[P_{\mathrm{k}}\right]}\right\rangle_{1}=\left\langle[X],\left[P_{V}\right]\right\rangle_{1}-\langle[X],[\Omega V]\rangle_{1}$, which is equal to 1 if $X \cong P_{V}$, and 0 otherwise.

Remark 2.2.9 Let $H$ be of finite representation type. It follows from Proposition 2.2.7 (3) that the set $\left\{[M] \delta_{\left[P_{\mathrm{k}}\right]}, \delta_{[M]} \mid[M] \in \operatorname{ind}(H)\right\}$ or $\left\{[M], \delta_{[M]} \delta_{\left[P_{\mathrm{k}]}\right]}^{*} \mid[M] \in \operatorname{ind}(H)\right\}$ forms a pair of dual bases of $r(H)$ with respect to the form $\langle-,-\rangle_{2}$. Hence the form $\langle-,-\rangle_{2}$ is the same as $\langle-,-\rangle_{1}$ up to a unit. Namely, $\langle-,-\rangle_{1}=\left\langle-\delta_{\left[P_{\mathrm{k}}\right]},-\right\rangle_{2}=\left\langle-,-\delta_{\left[P_{\mathrm{k}}\right]}^{*}\right\rangle_{2}$.

For any two $H$-modules $X$ and $Y$, we define

$$
\langle[X],[Y]\rangle_{3}:=\langle[X],[Y]\rangle_{1}-\langle[X],[Y]\rangle_{2}
$$

It follows from Proposition 2.2.7 that

$$
\langle[X],[Y]\rangle_{3}=\left\langle[X],[Y]\left(1-\delta_{\left[P_{\mathrm{k}}\right]}\right)\right\rangle_{1}=\left\langle[X]\left(1-\delta_{\left[P_{\mathrm{ld}}\right]}^{*}\right),[Y]\right\rangle_{1} .
$$

Moreover, we have the following result.

Proposition 2.2.10 Let $X$ and $Y$ be two $H$-modules.
(1) If $X$ is projective, then $\langle[X],[Y]\rangle_{3}=0$.
(2) If $X$ is indecomposable and non-projective, then

$$
\langle[X],[Y]\rangle_{3}=\langle[X],[Y]\rangle_{1}+\left\langle\left[\Omega^{-1} X\right],[Y]\right\rangle_{1}-\sum_{[V]}[Y: V]\left\langle\left[\Omega^{-1} X\right],[V]\right\rangle_{1},
$$

where the sum $\sum_{[V]}$ runs over all non-isomorphic simple $H$-modules and $[Y: V]$ is the multiplicity of $V$ in the composition series of $Y$. In particular, $\langle[X],[Y]\rangle_{3}=$ $\langle[X],[Y]\rangle_{1}$ if $Y$ is simple.

Proof.(1) It follows from the fact that $\mathcal{P}(X, Y)=\operatorname{Hom}_{H}(X, Y)$ if $X$ is projective.
(2) For any simple $H$-module $V$, on the one hand, $\langle[X],[V]\rangle_{2}=0$ by Corollary 2.2.8. On the other hand, $\langle[X],[V]\rangle_{2}=\left\langle[X] \delta_{\left[P_{\mathrm{X}}\right]}^{*},[V]\right\rangle_{1}$, which is equal to $\left\langle\left[I_{X}\right]-\right.$ $\left.\left[\Omega^{-1} X\right],[V]\right\rangle_{1}$ by Lemma 2.2.6. It follows that $\left\langle\left[I_{X}\right],[V]\right\rangle_{1}=\left\langle\left[\Omega^{-1} X\right],[V]\right\rangle_{1}$. Now

$$
\begin{aligned}
\langle[X],[Y]\rangle_{3} & =\left\langle[X]\left(1-\delta_{\left[P_{\mathrm{R}}\right]}^{*}\right),[Y]\right\rangle_{1} \\
& =\langle[X],[Y]\rangle_{1}+\left\langle\left[\Omega^{-1} X\right],[Y]\right\rangle_{1}-\left\langle\left[I_{X}\right],[Y]\right\rangle_{1} \\
& =\langle[X],[Y]\rangle_{1}+\left\langle\left[\Omega^{-1} X\right],[Y]\right\rangle_{1}-\sum_{[V]}[Y: V]\left\langle\left[I_{X}\right],[V]\right\rangle_{1} \\
& =\langle[X],[Y]\rangle_{1}+\left\langle\left[\Omega^{-1} X\right],[Y]\right\rangle_{1}-\sum_{[V]}[Y: V]\left\langle\left[\Omega^{-1} X\right],[V]\right\rangle_{1},
\end{aligned}
$$

as desired.
The left radical of the form $\langle-,-\rangle_{3}$ is the set $\left\{x \in r(H) \mid\langle x, y\rangle_{3}=0\right.$ for all $y \in$ $r(H)\}$. This set is exactly the set $\left\{x \in r(H) \mid x\left(1-\delta_{\left[P_{k}\right]}^{*}\right)=0\right\}$. Similarly, the right radical of the form $\langle-,-\rangle_{3}$ is exactly the set $\left\{x \in r(H) \mid x\left(1-\delta_{\left[P_{\mathrm{k}}\right]}\right)=0\right\}$. The left and right radicals of the form coincide since $\delta_{\left[P_{\mathrm{k}}\right.} \delta_{\left[P_{\mathrm{k}}\right]}^{*}=\delta_{\left[P_{\mathrm{k}}\right.}^{*} \delta_{\left[P_{\mathrm{k}}\right]}=1$. Note that $[P]\left(1-\delta_{\left[P_{\mathrm{k}}\right]}\right)=0$ for any projective module $P$. Thus, the projective ideal $\mathcal{P}$ of $r(H)$ generated by isomorphism classes of projective $H$-modules is contained in the radical of the form. For further results about the radical of the form, we need the following lemma.

Lemma 2.2.11 Let $M$ and $Z$ be two indecomposable $H$-modules.
(1) $\left\langle[M], \delta_{[Z]}\right\rangle_{3}=\delta_{[M],[Z]}+\delta_{\left[\Omega^{-1} M\right],[Z]}-\delta_{\left[I_{M}\right],[Z]}$.
(2) $\delta_{[M]}= \begin{cases}-\delta_{\left[\Omega^{-1} M\right]} \delta_{\left[P_{\mathrm{k}}\right]}, & M \text { is not projective; } \\ {[\text { top } M] \delta_{\left[P_{\mathrm{k}}\right]},} & M \text { is projective. }\end{cases}$

Proof.(1) Note that $\left\langle[M], \delta_{[Z]}\right\rangle_{3}=\left\langle[M]\left(1-\delta_{\left[P_{\mathrm{R}}\right]}^{*}\right), \delta_{[Z]}\right\rangle_{1}$. It follows that

$$
\begin{aligned}
\left\langle[M]\left(1-\delta_{\left[P_{\mathrm{k}}\right]}^{*}\right), \delta_{[Z]}\right\rangle_{1} & =\left\langle[M], \delta_{[Z]}\right\rangle_{1}-\left\langle\left[I_{M}\right]-\left[\Omega^{-1} M\right], \delta_{[Z]}\right\rangle_{1} \\
& =\left\langle[M], \delta_{[Z]}\right\rangle_{1}+\left\langle\left[\Omega^{-1} M\right], \delta_{[Z]}\right\rangle_{1}-\left\langle\left[I_{M}\right], \delta_{[Z]}\right\rangle_{1} \\
& =\delta_{[M],[Z]}+\delta_{\left[\Omega^{-1} M\right],[Z]}-\delta_{\left[I_{M}\right],[Z]} .
\end{aligned}
$$

(2) Suppose $M$ is not projective. For any indecomposable module $X$, we have

$$
\begin{aligned}
\left\langle[X], \delta_{[M]}+\delta_{\left[\Omega^{-1} M\right]} \delta_{\left[P_{\mathrm{k}}\right]}\right\rangle_{1} & =\left\langle[X], \delta_{[M]}\right\rangle_{1}+\left\langle[X] \delta_{\left[P_{\mathrm{R}}\right]}^{*}, \delta_{\left[\Omega^{-1} M\right]}\right\rangle_{1} \text { by Proposition 2.2.7(2) } \\
& =\left\langle[X], \delta_{[M]}\right\rangle_{1}+\left\langle\left[I_{X}\right]-\left[\Omega^{-1} X\right], \delta_{\left[\Omega^{-1} M\right]}\right\rangle_{1} \\
& =\delta_{[X],[M]}-\delta_{\left[\Omega^{-1} X\right],\left[\Omega^{-1} M\right]}+\delta_{\left[I_{X}\right],\left[\Omega^{-1} M\right]} \\
& =0 .
\end{aligned}
$$

Thus, $\delta_{[M]}=-\delta_{\left[\Omega^{-1} M\right]} \delta_{\left[P_{\mathrm{k}]}\right]}$ since the form $\langle-,-\rangle_{1}$ is non-degenerate. Now suppose $M$ is projective, for any indecomposable module $X$, we have

$$
\begin{aligned}
\left\langle[X], \delta_{[M]}-[\operatorname{top} M] \delta_{\left[P_{\mathrm{R}}\right]}\right\rangle_{1} & =\left\langle[X], \delta_{[M]}\right\rangle_{1}-\left\langle[X],[\operatorname{top} M] \delta_{\left[P_{\mathrm{R}}\right]}\right\rangle_{1} \\
& =\left\langle[X], \delta_{[M]}\right\rangle_{1}-\langle[X],[\operatorname{top} M]\rangle_{2} \\
& =\delta_{[X],[M]}-\delta_{[X],[M]} \text { by Corollary 2.2.8 } \\
& =0 .
\end{aligned}
$$

Thus, $\delta_{[M]}=[\operatorname{top} M] \delta_{\left[P_{\mathrm{R}}\right]}$.
Recall that an $H$-module $M$ is called periodic of period $n$ if $\Omega^{n} M \cong M$ for a minimal natural number $n$ (see e.g., [12]).

Theorem 2.2.12 Let $H$ be of finite representation type. The radical of the form $\langle-,-\rangle_{3}$ is equal to $\mathcal{P}$ if and only if there are no periodic modules of even period.

Proof.Note that the projective ideal $\mathcal{P}$ of $r(H)$ is contained in the radical of the form $\langle-,-\rangle_{3}$. If $\mathcal{P}$ is properly contained in the radical of the form $\langle-,-\rangle_{3}$, there exist some indecomposable non-projective $H$-modules $M$ such that $\sum_{[M]} \lambda_{[M]}[M]$ is a non-zero element in the radical of the form. For any indecomposable non-projective module $Z$, by Lemma 2.2.11 (1), we have $0=\left\langle\sum_{[M]} \lambda_{[M]}[M], \delta_{\left[\Omega^{i} Z\right]}\right\rangle_{3}=\lambda_{\left[\Omega^{i} Z\right]}+\lambda_{\left[\Omega^{i+1} Z\right]}$, for any $i \geq 0$. It follows that

$$
\lambda_{\left[\Omega^{i} Z\right]}=(-1)^{i} \lambda_{[Z]}, \text { for any } i \geq 0
$$

This forces $\lambda_{[Z]}=0$ if $Z$ is a periodic module of odd period. However, $\sum_{[M]} \lambda_{[M]}[M]$ is not zero, implying that there exists a periodic module $M$ of even period with $\lambda_{[M]} \neq 0$. Conversely, suppose the radical of the form $\langle-,-\rangle_{3}$ is equal to $\mathcal{P}$. We claim that
the $H$-module category has no periodic modules of even period. Otherwise, if $M$ is a periodic module of even period $2 s$. It follows from Lemma 2.2.11 (2) that

$$
\sum_{i=1}^{2 s}(-1)^{i} \delta_{\left[\Omega^{i} M\right]}\left(1-\delta_{\left[P_{\mathrm{k}}\right]}^{*}\right)=\sum_{i=1}^{2 s}(-1)^{i}\left(\delta_{\left[\Omega^{i} M\right]}+\delta_{\left[\Omega^{i-1} M\right]}\right)=0 .
$$

Thus, $\sum_{i=1}^{2 s}(-1)^{i} \delta_{\left[\Omega^{i} M\right]}$ belongs to the radical of the form $\langle-,-\rangle_{3}$. Let $\sum_{i=1}^{2 s}(-1)^{i} \delta_{\left[\Omega^{i} M\right]}=$ $\sum_{j} \lambda_{j}\left[P_{j}\right]$ for some indecomposable projective modules $P_{j}$. By Remark 2.2.3, $\left[P_{j}\right]$ can be written as $\left[P_{j}\right]=\sum_{[M] \in \operatorname{ind}(H)}\left\langle[M],\left[P_{j}\right]\right\rangle_{1} \delta_{[M]}$. It follows that

$$
\sum_{i=1}^{2 s}(-1)^{i} \delta_{\left[\Omega^{i} M\right]}=\sum_{j} \sum_{[M] \in \operatorname{ind}(H)} \lambda_{j}\left\langle[M],\left[P_{j}\right]\right\rangle_{1} \delta_{[M]} .
$$

Comparing the coefficient of $\delta_{\left[\Omega^{i} M\right]}$ in both two sides of the above equality, we obtain that

$$
(-1)^{i}=\sum_{j} \lambda_{j} \operatorname{dim}_{\mathrm{k}} \operatorname{Hom}_{H}\left(\Omega^{i} M, P_{j}\right)=\sum_{j} \lambda_{j} \operatorname{dim}_{\mathrm{k}} \operatorname{Ext}_{H}^{i}\left(M, P_{j}\right)=0,
$$

a contradiction.

## $\S 2.3$ Some ring theoretic properties of Green rings

In this section, we use an associative non-degenerate bilinear form to explore some ring theoretic properties of the Green ring $r(H)$ of $H$. We show that the Green ring $r(H)$ is a Frobenius algebra over $\mathbb{Z}$ if $H$ is of finite representation type. We describe the relation between the Green ring $r(H)$ and the Grothendieck ring $G_{0}(H)$ of $H$. We give several one-sided ideals of $r(H)$, which are useful to describe the Jacobson radical and central primitive idempotents of $r(H)$.

Note that the $\mathbb{Z}$-bilinear form $\langle-,-\rangle_{1}$ is not associative in general. However, we may modify it as follows:

$$
\begin{equation*}
([X],[Y]):=\left\langle[X],[Y]^{*}\right\rangle_{1}=\operatorname{dim}_{\mathrm{k}} \operatorname{Hom}_{H}\left(X, Y^{*}\right) \tag{2.11}
\end{equation*}
$$

Then $(-,-)$ extends to a $\mathbb{Z}$-bilinear form on $r(H)$.

Lemma 2.3.1 For $H$-modules $X, Y$ and $Z$, the form $(-,-)$ satisfies the following:
(1) $([X][Y],[Z])=([X],[Y][Z])$.
(2) $([X],[Y])=\left([Y]^{* *},[X]\right)$. If $S^{2}$ (the square of antipode) is inner, then $([X],[Y])=$ $([Y],[X])$.

Proof.(1) The associativity of the form follows from Lemma 2.1.4 (1), i.e.,

$$
\begin{aligned}
([X][Y],[Z]) & =\operatorname{dim}_{\mathbb{k}} \operatorname{Hom}_{H}\left(X \otimes Y, Z^{*}\right) \\
& =\operatorname{dim}_{\mathbb{k}} \operatorname{Hom}_{H}\left(X,(Y \otimes Z)^{*}\right) \\
& =([X],[Y][Z])
\end{aligned}
$$

(2) The $\mathbb{k}$-linear isomorphism $\operatorname{Hom}_{H}\left(X, Y^{*}\right) \cong \operatorname{Hom}_{H}\left(Y^{* *}, X^{*}\right)$ following from Lemma 2.1.4 (see also [46]) implies that $([X],[Y])=\left([Y]^{* *},[X]\right)$. If $S^{2}$ is inner, the anti-automorphism $*$ of $r(H)$ is an involution. In this case, $([X],[Y])=([Y],[X])$.

The following result can be deduced directly from Lemma 2.2.2.
Lemma 2.3.2 The following hold in $r(H)$ :
(1) For any two indecomposable modules $X$ and $Z,\left(\delta_{[Z]}^{*},[X]\right)=\delta_{[Z],[X]}$.
(2) For any $x \in r(H), x=\sum_{[M] \in \operatorname{ind}(H)}\left(\delta_{[M]}^{*}, x\right)[M]$.
(3) The form $(-,-)$ is non-degenerate.

As an immediate consequence we obtain the following Frobenius property of $r(H)$.
Proposition 2.3.3 Let $H$ be of finite representation type. The Green ring $r(H)$ is a Frobenius $\mathbb{Z}$-algebra. Moreover, $r(H)$ is a symmetric $\mathbb{Z}$-algebra if $S^{2}$ is inner.

Proof.Note that $r(H)^{\vee}:=\operatorname{Hom}_{\mathbb{Z}}(r(H), \mathbb{Z})$ is a $(r(H), r(H))$-bimodule via $(a f b)(x)=$ $f(b x a)$, for $a, b, x \in r(H)$ and $f \in r(H)^{\vee}$. Since $H$ is of finite representation type, the form $(-,-)$ is associative and non-degenerate with a pair of dual bases $\left\{\delta_{[M]}^{*},[M] \mid\right.$ $[M] \in \operatorname{ind}(H)\}$. Thus, the map $\rho$ from $r(H)$ to $r(H)^{\vee}$ given by $x \mapsto(-, x)$ is a left $r(H)$-module isomorphism, and hence $r(H)$ is a Frobenius $\mathbb{Z}$-algebra. Moreover, if the square of the antipode is inner, the bilinear form is symmetric and hence $\rho$ is a $(r(H), r(H)$ )-bimodule isomorphism. It follows that $r(H)$ is a symmetric $\mathbb{Z}$-algebra.

Remark 2.3.4 Let $H$ be of finite representation type.
(1) The Green ring $r(H)$ is a Frobenius $\mathbb{Z}$-algebra with a pair of dual bases $\left\{\delta_{[M],}^{*},[M] \mid\right.$ $[M] \in \operatorname{ind}(H)\}$ with respect to the form $(-,-)$. The equality of Lemma 2.3.2 (2) is now equivalent to the following equality:

$$
x=\sum_{[M] \in \operatorname{ind}(H)}(x,[M]) \delta_{[M]}^{*}, \text { for } x \in r(H)
$$

This means that the transformation matrix from the dual basis $\left\{\delta_{[M]}^{*} \mid[M] \in\right.$ $\operatorname{ind}(H)\}$ to the standard basis ind $(H)$ is an invertible integer matrix with entries $([X],[Y])=\operatorname{dim}_{\mathbb{k}} \operatorname{Hom}_{H}\left(X, Y^{*}\right)$ for $[X],[Y] \in \operatorname{ind}(H)$.
(2) If $H$ is semisimple, then $S^{2}$ is inner [41] and $\delta_{[M]}^{*}=[M]^{*}=\left[M^{*}\right]$. In this case, $r(H)=G_{0}(H)$ is symmetric (see Proposition 2.3.3) and semiprime [46] with a pair of dual bases $\left\{\left[M^{*}\right],[M] \mid[M] \in \operatorname{ind}(H)\right\}$. We refer to [72] for more details in the semisimple case.

The bilinear form $(-,-)$ can be used to describe the relation between the Green ring $r(H)$ and the Grothendieck ring $G_{0}(H)$ of $H$. Let $\mathcal{P}^{\perp}$ be the subgroup of $r(H)$ which is orthogonal to $\mathcal{P}$ with respect to the form $(-,-)$. Then $\mathcal{P}^{\perp}$ is a two-sided ideal of $r(H)$.

Proposition 2.3.5 The Grothendieck ring $G_{0}(H)$ is isomorphic to the quotient ring $r(H) / \mathcal{P}^{\perp}$.

Proof.Observe that the natural morphism $\varphi$ given in (2.8) is surjective. It is sufficient to show that $\operatorname{ker} \varphi=\mathcal{P}^{\perp}$. Suppose $\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M] \in \operatorname{ker} \varphi$, where each $\lambda_{[M]} \in \mathbb{Z}$. Then

$$
\sum_{[V]} \sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M: V][V]=0
$$

Note that a short exact sequence tensoring over $\mathfrak{k}$ with a projective module $P$ is split. It follows that $[M][P]=\sum_{[V]}[M: V][V][P]$ holds in $r(H)$, and hence

$$
\left(\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M],[P]\right)=\left(\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M][P],[\mathbb{k}]\right)
$$

$$
\begin{aligned}
& =\left(\sum_{[V]} \sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M: V][V][P],[\mathbb{k}]\right) \\
& =0 .
\end{aligned}
$$

This implies that $\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M] \in \mathcal{P}^{\perp}$. Now, we assume $\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M] \in$ $\mathcal{P}^{\perp}$. Note that $[P] y \in \mathcal{P}$ for any $y \in r(H)$ and $[P] \in \mathcal{P}$. We have

$$
\left(\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M][P], y\right)=\left(\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M],[P] y\right)=0 .
$$

This implies that $\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M][P]=0$ as the form $(-,-)$ is non-degenerate. Replacing $[M][P]$ by $\sum_{[V]}[M: V][V][P]$, we obtain the following equality:

$$
\begin{equation*}
\sum_{[V]} \sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M: V][V][P]=0 . \tag{2.12}
\end{equation*}
$$

Note that $\mathcal{P}$ is a $G_{0}(H)$-module under the action given by $[V][P]=[V \otimes P] \in \mathcal{P}$. Moreover, the $G_{0}(H)$-module $\mathcal{P}$ is faithful, see [46, Section 3.1]. It follows from (2.12) that $\sum_{[V]} \sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M: V][V]=0$, namely, $\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M] \in \operatorname{ker} \varphi$.

Now we turn to the special element $\delta_{[k]}$, which plays an important role in the study of the Green ring $r(H)$. For any indecomposable module $X$, the elements $[X], \delta_{[k]}$ and $\delta_{[X]}$ satisfy the following relations.

Theorem 2.3.6 Let $X$ be an indecomposable $H$-module.
(1) $\mathfrak{k} \nmid X^{*} \otimes X$ if and only if $[X] \delta_{[\mathfrak{k}]}=0$.
(2) $\mathbb{k}_{\mathfrak{k}} \nmid X \otimes X^{*}$ if and only if $\delta_{[\mathfrak{k}]}[X]=0$.
(3) $\mathfrak{k} \mid X^{*} \otimes X$ if and only if $[X] \delta_{[\mathfrak{k}]}=\delta_{[X]}$.
(4) $\mathfrak{k} \mid X \otimes X^{*}$ if and only if $\delta_{[\mathfrak{k}]}[X]=\delta_{[X]}$.

Proof.If $H$ is semisimple, then $\mathbb{k} \mid X^{*} \otimes X$ and $\mathbb{k} \mid X \otimes X^{*}$. In this case, Part (3) and Part (4) hold obviously because $\delta_{[\mathfrak{k}]}=[\mathfrak{k}]$ and $\delta_{[X]}=[X]$. Assume $H$ is not semisimple, we only show Part (1) and Part (3) and the proofs of Part (2) and Part (4) are similar.
(1) If $\mathbb{k} \nmid X^{*} \otimes X$, by Proposition 2.1.10, the map $i d_{X} \otimes \sigma$ is a split epimorphism. It follows from (2.5) that $[X \otimes E]=[X \otimes \tau(\mathbb{k})]+[X]$, and hence $[X] \delta_{[\mathfrak{k}]}=0$. Conversely, if $[X] \delta_{[\mathfrak{k}]}=0$, then $0=\left(\left([X] \delta_{[\mathbb{k}]}\right)^{*},[X]\right)=\left(\delta_{[\mathbb{k}]}^{*},[X]^{*}[X]\right)$. This means that $\mathbb{k} \nmid X^{*} \otimes X$.
(3) If $\mathfrak{k} \mid X^{*} \otimes X$, then the map $i d_{X} \otimes \sigma$ is right almost split by Proposition 2.1.12. It follows from (2.5) and Proposition 2.2.1 that $\delta_{[X]}=[X \otimes \tau(\mathbb{k})]-[X \otimes E]+[X]=[X] \delta_{[\mathbb{k}]}$. Conversely, if $[X] \delta_{[\mathfrak{k}]}=\delta_{[X]}$, then $1=\left(\delta_{[X]}^{*},[X]\right)=\left(\left([X] \delta_{[\mathbb{k}]}\right)^{*},[X]\right)=\left(\delta_{[\mathbb{k}]}^{*},[X]^{*}[X]\right)$. It follows that $\mathbb{k} \mid X^{*} \otimes X$.

As an application of Theorem 2.3.6, we are able to determine the multiplicity of the trivial module $\mathbb{k}$ in the decomposition of the tensor product $X \otimes X^{*}$ and $X^{*} \otimes X$ respectively. For the case where $H$ is semisimple over the field $\mathbb{k}$ of characteristic 0 , this was done by Zhu [75, Lemma 1], see also [72, Proposition 2.1].

Corollary 2.3.7 Let $X$ be an indecomposable $H$-module.
(1) The multiplicity of $\mathbb{k}$ in $X^{*} \otimes X$ is either 0 or 1 .
(2) The multiplicity of $\mathfrak{k}$ in $X \otimes X^{*}$ is either 0 or 1 .

Proof.(1) We only prove Part (1), the proof of Part (2) is similar. Note that the multiplicity of $\mathbb{k}$ in $X^{*} \otimes X$ is $\left(\delta_{[\mathfrak{k}]}^{*},\left[X^{*}\right][X]\right)$. By Theorem 2.3.6, we have

$$
\left(\delta_{[\mathbb{k}]}^{*},\left[X^{*}\right][X]\right)=\left(\left([X] \delta_{[\mathfrak{k}]}\right)^{*},[X]\right)= \begin{cases}0, & \mathbb{k} \nmid X^{*} \otimes X \\ 1, & \mathbb{k} \mid X^{*} \otimes X\end{cases}
$$

as desired.
The following result can be deduced from Theorem 2.3.6.
Proposition 2.3.8 Let $0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$ be an almost split sequence of $H$ modules.
(1) $\mathfrak{k} \mid Z \otimes Z^{*}$ if and only if $\mathbb{k} \mid X \otimes X^{*}$.
(2) $\mathfrak{k} \mid Z^{*} \otimes Z$ if and only if $\mathbb{k} \mid X^{*} \otimes X$.

Proof.Applying the duality functor $*$ to the almost split sequence $0 \rightarrow X \rightarrow Y \rightarrow$ $Z \rightarrow 0$, we get the almost split sequence $0 \rightarrow Z^{*} \rightarrow Y^{*} \rightarrow X^{*} \rightarrow 0$, see [4, P144]. Note that both $Z$ and $X^{*}$ are indecomposable, see [4, Proposition 1.14, ChV]. This implies that $\delta_{[Z]}^{*}=\delta_{\left[X^{*}\right]}$.
(1) If $\mathbb{k} \mid Z \otimes Z^{*}$, by Theorem 2.3.6, we have $\delta_{[\mathfrak{k}]}[Z]=\delta_{[Z]}$. We claim that $\mathbb{k} \mid X \otimes X^{*}$. Otherwise, $\mathbb{k} \nmid X \otimes X^{*}$, and hence $\mathbb{k} \nmid X^{* *} \otimes X^{*}$. This leads to $\left[X^{*}\right] \delta_{[\mathfrak{k}]}=0$ by Theorem 2.3.6. However,

$$
1=\left(\delta_{\left[X^{*}\right]}^{*},\left[X^{*}\right]\right)=\left(\delta_{[Z]}^{* *},\left[X^{*}\right]\right)=\left(\left[X^{*}\right], \delta_{[Z]}\right)=\left(\left[X^{*}\right] \delta_{[\mathrm{k}]},[Z]\right)=0,
$$

a contradiction. Conversely, if $\mathfrak{k} \mid X \otimes X^{*}$, then $\mathbb{k} \mid X^{* *} \otimes X^{*}$. This yields that $\left[X^{*}\right] \delta_{[k]}=\delta_{\left[X^{*}\right]}$. We claim that $\mathbb{k} \mid Z \otimes Z^{*}$. Otherwise, $\delta_{[k]}[Z]=0$ by Theorem 2.3.6. Then

$$
1=\left(\delta_{[Z]}^{*},[Z]\right)=\left(\delta_{\left[X^{*}\right]},[Z]\right)=\left(\left[X^{*}\right], \delta_{[k]}[Z]\right)=0,
$$

a contradiction.
(2) Applying Part (1) to the almost split sequence $0 \rightarrow Z^{*} \rightarrow Y^{*} \rightarrow X^{*} \rightarrow 0$, we may obtain the desired result.

Denote by $\mathcal{J}_{+}$and $\mathcal{J}_{-}$the subgroups of $r(H)$ respectively as follows:

$$
\begin{aligned}
& \mathcal{J}_{+}:=\mathbb{Z}\left\{\delta_{[M]} \mid[M] \in \operatorname{ind}(H) \text { and } \mathbb{k} \mid M \otimes M^{*}\right\}, \\
& \mathcal{J}_{-}:=\mathbb{Z}\left\{\delta_{[M]} \mid[M] \in \operatorname{ind}(H) \text { and } \mathbb{k} \mid M^{*} \otimes M\right\} .
\end{aligned}
$$

By Theorem 2.3.6, $\mathcal{J}_{+}$(resp. $\mathcal{J}_{-}$) is a right (resp. left) ideal of $r(H)$ generated by $\delta_{[k]}$. Moreover, we have $\mathcal{J}_{+}^{*}=\mathcal{J}_{-}$and $\mathcal{J}_{-}^{*}=\mathcal{J}_{+}$by Proposition 2.3.8.

Now let $\mathcal{P}_{+}$and $\mathcal{P}_{-}$denote the subgroups of $r(H)$ as follows:

$$
\begin{aligned}
& \mathcal{P}_{+}:=\mathbb{Z}\left\{[M] \in \operatorname{ind}(H) \mid \mathbb{k} \nmid M \otimes M^{*}\right\}, \\
& \mathcal{P}_{-}:=\mathbb{Z}\left\{[M] \in \operatorname{ind}(H) \mid \mathbb{k} \nmid M^{*} \otimes M\right\} .
\end{aligned}
$$

Then $\mathcal{P}_{+}$and $\mathcal{P}_{-}$both contain the ideal $\mathcal{P}$ of $r(H)$. It follows from Proposition 2.1.8 that $\mathcal{P}_{+}$is a right ideal of $r(H)$ and $\mathcal{P}_{-}$is a left ideal of $r(H)$. Obviously, $\mathcal{P}_{+}^{*}=\mathcal{P}_{-}$ and $\mathcal{P}_{-}^{*}=\mathcal{P}_{+}$.

According to the associativity and non-degeneracy of the form $(-,-)$, we have $\mathcal{P}_{-} x=0$ if and only if $\left(\mathcal{P}_{-}, x\right)=0$ if and only if $\left(x, \mathcal{P}_{-}\right)=0$ since $\mathcal{P}_{-}=\mathcal{P}_{-}^{* *}$. Similarly, $x \mathcal{P}_{+}=0$ if and only if $\left(x, \mathcal{P}_{+}\right)=0$ if and only if $\left(\mathcal{P}_{+}, x\right)=0$. Thus, the right annihilator $r\left(\mathcal{P}_{-}\right)$of $\mathcal{P}_{-}$and left annihilator $l\left(\mathcal{P}_{+}\right)$of $\mathcal{P}_{+}$can be expressed respectively as follows:

$$
\begin{aligned}
r\left(\mathcal{P}_{-}\right) & :=\left\{x \in r(H) \mid(x, y)=0 \text { for all } y \in \mathcal{P}_{-}\right\} \\
l\left(\mathcal{P}_{+}\right) & :=\left\{x \in r(H) \mid(y, x)=0 \text { for all } y \in \mathcal{P}_{+}\right\}
\end{aligned}
$$

The relations between these one-sided ideals of $r(H)$ can be described as follows.
Proposition 2.3.9 Let $H$ be of finite representation type.
(1) $\mathcal{J}_{+}=r\left(\mathcal{P}_{-}\right)$.
(2) $\mathcal{J}_{-}=l\left(\mathcal{P}_{+}\right)$.

Proof.It is sufficient to prove Part (1) and the proof of Part (2) is similar. For any two indecomposable modules $X$ and $Y$ satisfying $\mathbb{k} \mid X \otimes X^{*}$ and $\mathbb{k} \nmid Y^{*} \otimes Y$, by Theorem 2.3.6, we have

$$
\left(\delta_{[X]},[Y]\right)=\left(\delta_{[\mathfrak{k}]}[X],[Y]\right)=\left(\left[Y^{* *}\right] \delta_{[\mathfrak{k}]},[X]\right)=(0,[X])=0 .
$$

This implies that $\mathcal{J}_{+} \subseteq r\left(\mathcal{P}_{-}\right)$. For any $x \in r\left(\mathcal{P}_{-}\right)$,

$$
\begin{aligned}
x & =\sum_{[M] \in \operatorname{ind}(H)}(x,[M]) \delta_{[M]}^{*} \text { by Remark 2.3.4(1) } \\
& =\sum_{\mathbb{K} \mid M^{*} \otimes M}(x,[M]) \delta_{[M]}^{*} \text { as } x \in r\left(\mathcal{P}_{-}\right) .
\end{aligned}
$$

We have that $x \in \mathcal{J}_{-}^{*}=\mathcal{J}_{+}$, and hence $r\left(\mathcal{P}_{-}\right) \subseteq \mathcal{J}_{+}$.
In the following, we shall use these one-sided ideals to get information about the Jacobson radical and central primitive idempotents of $r(H)$. We first need the following lemma.

Lemma 2.3.10 For any $x \in r(H)$, we have the following:
(1) If $x x^{*}=0$, then $x \in \mathcal{P}_{+}$.
(2) If $x^{*} x=0$, then $x \in \mathcal{P}_{-}$.

Proof.It suffices to prove Part (1), the proof of Part (2) is similar. Suppose

$$
x=\sum_{\mathbb{k} \mid M \otimes M^{*}} \lambda_{[M]}[M]+\sum_{\mathbb{k} \nmid M \otimes M^{*}} \lambda_{[M]}[M],
$$

where each $\lambda_{[M]} \in \mathbb{Z}$. By Theorem 2.1.7 (1) and Corollary 2.3.7, the coefficient of the identity $[\mathbb{k}]$ in the linear expression of $x x^{*}$ with respect to the basis $\operatorname{ind}(H)$ is $\sum_{\mathbb{k} \mid M \otimes M^{*}} \lambda_{[M]}^{2}$. Thus, if $x x^{*}=0$, then $\lambda_{[M]}=0$ for any indecomposable module $M$ satisfying $\mathbb{k} \mid M \otimes M^{*}$. Hence $x=\sum_{\mathbb{k} \nmid M \otimes M^{*}} \lambda_{[M]}[M] \in \mathcal{P}_{+}$.

Proposition 2.3.11 Let $H$ be of finite representation type. If the Green ring $r(H)$ is commutative, then the Jacobson radical $J(r(H))$ of $r(H)$ is contained in $\mathcal{P}_{+} \cap \mathcal{P}_{-}$.

Proof.Since $r(H)$ is commutative and finitely generated as an algebra over $\mathbb{Z}$, the Jacobson radical $J(r(H))$ is equal to the nilradical of $r(H)$. For any $x \in J(r(H))$, let $x_{0}:=x$ and $x_{i+1}:=x_{i} x_{i}^{*}$ for $i \geq 0$. Then there exists some $k$ such that $x_{k}=0$. We write

$$
x=\sum_{\mathbb{k} \mid M \otimes M^{*}} \lambda_{[M]}[M]+\sum_{\mathbb{k} \nmid M \otimes M^{*}} \lambda_{[M]}[M]
$$

and

$$
x_{1}=x x^{*}=\sum_{\mathbb{k} \mid M \otimes M^{*}} \mu_{[M]}[M]+\sum_{\mathbb{K} \nmid M \otimes M^{*}} \mu_{[M]}[M],
$$

for all $\lambda_{[M]}$ and $\mu_{[M]}$ in $\mathbb{Z}$. As shown in the proof of Lemma 2.3.10, the coefficient of $[\mathbb{k}]$ in $x_{1}=x x^{*}$ is $\mu_{[\mathfrak{k}]}=\sum_{\mathbb{k} \mid M \otimes M^{*}} \lambda_{[M]}^{2}$ and the coefficient of $[\mathbb{k}]$ in $x_{2}=x_{1} x_{1}^{*}$ is $\sum_{\mathbb{k} \mid M \otimes M^{*}} \mu_{[M]}^{2}$. If $\mu_{[\mathbb{k}]} \neq 0$, then $\sum_{\mathbb{k} \mid M \otimes M^{*}} \mu_{[M]}^{2} \neq 0$, and hence $x_{2} \neq 0$. Repeating this process, we obtain that $x_{i} \neq 0$ for any $i \geq 0$. This contradicts to the fact that $x_{k}=0$. In view of this, $\mu_{[\mathbb{k}]}=0$, and hence $x=\sum_{\mathbb{k} \nmid M \otimes M^{*}} \lambda_{[M]}[M] \in \mathcal{P}_{+}$. Similarly, if $x \in J(r(H))$, then $x \in \mathcal{P}_{-}$. We obtain that $J(r(H)) \subseteq \mathcal{P}_{+} \cap \mathcal{P}_{-}$.

Now we are able to locate central primitive idempotents of $r(H)$.
Proposition 2.3.12 Let e be a central primitive idempotent of $r(H)$. Then either $e \in \mathcal{P}_{+} \cap \mathcal{P}_{-}$or $1-e \in \mathcal{P}_{+} \cap \mathcal{P}_{-}$.

Proof.If $e$ is a central primitive idempotent of $r(H)$, so is $e^{*}$ since the duality operator * is an anti-automorphism of $r(H)$. It follows that $e=e^{*}$ or $e e^{*}=e^{*} e=0$. If $e e^{*}=e^{*} e=0$, by Lemma 2.3.10, $e \in \mathcal{P}_{+}$and $e \in \mathcal{P}_{-}$as well. Now suppose $e=e^{*}$, and let

$$
e=\sum_{\mathbb{k} \mid M \otimes M^{*}} \lambda_{[M]}[M]+\sum_{\mathbb{k} \nmid M \otimes M^{*}} \lambda_{[M]}[M] .
$$

Comparing the coefficients of $[\mathbb{k}]$ in both sides of the equation $e e^{*}=e$, we obtain that $\sum_{\mathbb{k} \mid M \otimes M^{*}} \lambda_{[M]}^{2}=\lambda_{[\mathfrak{k}]}$. This implies that $\lambda_{[\mathfrak{k}]}=0$ or 1 and $\lambda_{[M]}=0$ for all $[M]$ satisfying $[M] \neq[\mathbb{k}]$ and $\mathbb{k} \mid M \otimes M^{*}$. Hence $e$ has the following reduced form

$$
e=\lambda_{[\mathfrak{k}]}[\mathbb{k}]+\sum_{\mathbb{k} \nmid M \otimes M^{*}} \lambda_{[M]}[M] .
$$

In the meanwhile, if we write

$$
e=\sum_{\mathbb{k} \mid M^{*} \otimes M} \mu_{[M]}[M]+\sum_{\mathbb{k} \nmid M^{*} \otimes M} \mu_{[M]}[M] .
$$

Then the equation $e^{*} e=e$ yields that

$$
e=\mu_{[\mathfrak{k}]}[\mathfrak{k}]+\sum_{\mathbb{k} \nmid M^{*} \otimes M} \mu_{[M]}[M] .
$$

Thus, $\mu_{[\mathfrak{k}]}=\lambda_{[\mathrm{k}]}$ which is equal to 0 or 1 . We conclude that $e \in \mathcal{P}_{+} \cap \mathcal{P}_{-}$if $\mu_{[\mathrm{k}]}=$ $\lambda_{[\mathrm{k}]}=0$, and $1-e \in \mathcal{P}_{+} \cap \mathcal{P}_{-}$if $\mu_{[\mathrm{k}]}=\lambda_{[\mathrm{k}]}=1$.

# Chapter 3 The stable Green rings of Hopf algebras 

In $[68,69]$ we studied the Green rings of finite dimensional pointed rank one Hopf algebras of both nilpotent and non-nilpotent type respectively. One of the interesting properties possessed by those Green rings is that the complexified stable Green algebras are group-like algebras, and consequently bi-Frobenius algebras, introduced and investigated by Doi and Takeuchi (cf. [20-23]). The notion of a bi-Frobenius algebra is a natural generalization of a finite dimensional Hopf algebra, and possesses many properties that a finite dimensional Hopf algebra does. However, to find more examples of bi-Frobenius algebras, which are not Hopf algebras, is not easy at all.

As we shall see the stable Green rings of finite dimensional Hopf algebras may provide interesting examples of group-like algebras and bi-Frobenius algebras in certain circumstances. Moreover, these bi-Frobenius algebras are themselves transitive fusion rings coming from (not necessary semisimple) stable categories. To do so, our principal technical tools are the bilinear forms on the Green rings introduced in previous chapter, see also $[8,52,72]$. More explicitly, we shall show that the bilinear form $(-,-)$ on the Green ring $r(H)$ described in previous chapter could induce a bilinear form on the stable Green ring of $H$. The induced form on the stable Green ring is associative, but degenerate in general. We give some equivalent conditions for the non-degeneracy of the form. If the form is non-degenerate, the complexified stable Green algebra is a grouplike algebra, and hence a bi-Frobenius algebra. Especially, we consider a special finite dimensional pointed Hopf algebra of rank one, known as a Radford Hopf algebra. We describe the bi-Frobenius algebra structure on the complexified stable Green algebra of the Radford Hopf algebra from the polynomial point of view.

## §3.1 The stable Green rings

In this section, we use a bilinear form to study the stable Green ring of $H$. The Green ring of the stable category $H$ - $-\bmod$ of $H$ is called the stable Green ring of $H$,
denoted $r_{s t}(H)$. As the stable category $H$-mod is a quotient category of $H$-mod, the stable Green ring $r_{s t}(H)$ is indeed a quotient ring of the Green ring $r(H)$, namely, $r_{s t}(H) \cong r(H) / \mathcal{P}$ as shown below. This isomorphism enables us to define a new form $[-,-]_{s t}$ on $r_{s t}(H)$ which is induced from the form $(-,-)$ on $r(H)$. The form $[-,-]_{s t}$ is associative but degenerate in general. We determine the left and right radicals of the form $[-,-]_{s t}$ respectively, and give several equivalent conditions for the non-degeneracy of the form. Under the assumption that $H$ is of finite representation type, the Green ring $r(H)$ is commutative and the form $[-,-]_{s t}$ is non-degenerate, we show that the Jacobson radical of $r(H)$ is equal to $\mathcal{P} \cap \mathcal{P}^{\perp}$ if and only if the Grothendieck ring $G_{0}(H)$ is semiprime.

Recall that the stable category $H$-mod has the same objects as $H$-mod does, and the space of morphisms from $X$ to $Y$ in $H$-mod is the quotient space

$$
\underline{\operatorname{Hom}}_{H}(X, Y):=\operatorname{Hom}_{H}(X, Y) / \mathcal{P}(X, Y),
$$

where $\mathcal{P}(X, Y)$ is the subspace of $\operatorname{Hom}_{H}(X, Y)$ consisting of morphisms factoring through projective modules. The stable category $H$-mod is a triangulated [37] monoidal category with the monoidal structure stemming from that of H -mod.

Proposition 3.1.1 The stable category $H$-mod is semisimple if and only if any indecomposable $H$-module is either simple or projective.

Proof.If any indecomposable $H$-module is either simple or projective, using the same method as [2, Theorem 2.7], one is able to prove that $H$-mod is semisimple. Conversely, suppose that $H$-mod is semisimple. Note that all simple objects of $H$-mod are those non-projective indecomposable $H$-modules. If $H$-mod has an indecomposable object $M$ which is neither simple nor projective, then the indecomposable $H$-modules $M$ and Soc $M$ are two simple objects in $H$-mod. Since the inclusion map Soc $M \rightarrow M$ induces a surjective map $M^{*} \rightarrow(\operatorname{Soc} M)^{*}$, it follows from Proposition 2.2.10 (2) that

$$
\operatorname{dim}_{\mathbb{k}} \underline{\operatorname{Hom}}_{H}\left(M^{*},(\operatorname{Soc} M)^{*}\right)=\left\langle M^{*},(\operatorname{Soc} M)^{*}\right\rangle_{3}=\left\langle M^{*},(\operatorname{Soc} M)^{*}\right\rangle_{1} \neq 0
$$

This means that $M^{*} \cong(\operatorname{Soc} M)^{*}$ in $H$-mod, so is an isomorphism in $H$-mod [62, Ch III,Lemma 4.3], a contradiction.

The Green ring of the stable category $H$-mod is called the stable Green ring of $H$, denoted $r_{s t}(H)$. Obviously, the stable Green ring $r_{s t}(H)$ admits a $\mathbb{Z}$-basis consisting of all isomorphism classes of indecomposable non-projective $H$-modules. As the stable category $H$-mod is a quotient category of $H$-mod, the stale Green ring $r_{s t}(H)$ can be regarded as the quotient ring of the Green ring $r(H)$.

Proposition 3.1.2 The stable Green ring $r_{s t}(H)$ is isomorphic to the quotient ring $r(H) / \mathcal{P}$.

Proof. The canonical functor $F$ from $H$-mod to $H-\underline{\bmod }$ given by $F(M)=M$ and $F(\phi)=\underline{\phi}$, for $\phi \in \operatorname{Hom}_{H}(M, N)$ with the canonical image $\underline{\phi} \underline{\operatorname{Hom}}(M, N)$, is a full dense tensor functor. Such a functor induces a ring epimorphism $f$ from $r(H)$ to $r_{s t}(H)$ such that $f(\mathcal{P})=0$. Hence there is a unique ring epimorphism $\bar{f}$ from $r(H) / \mathcal{P}$ to $r_{s t}(H)$ such that $\bar{f}(\bar{x})=f(x)$, for any $x \in r(H)$ with the canonical image $\bar{x} \in r(H) / \mathcal{P}$. For any two $H$-modules $M$ and $N$ without nonzero projective direct summands, it follows from [62, Ch III,Lemma 4.3] that $M \cong N$ in $H$-mod if and only if $M \cong N$ in $H$-mod. From this we conclude that $r_{s t}(H)$ is isomorphic to $r(H) / \mathcal{P}$, since there is a one to one correspondence between the indecomposable objects in $H$ - $-\underline{\text { mod }}$ and the non-projective indecomposable objects in H -mod.

We identify $r(H) / \mathcal{P}$ with $r_{s t}(H)$ and denote $\bar{x}$ the element in $r_{s t}(H)$ for any $x \in r(H)$. Since $\left(\delta_{[k]}^{*}, x\right)=0$ for any $x \in \mathcal{P}$, the linear functional $\left(\delta_{[k] k}^{*},-\right)$ on $r(H)$ induces a linear functional on $r_{s t}(H)$. Using this functional, we define a form on $r_{s t}(H)$ as follows:

$$
\begin{equation*}
[\bar{x}, \bar{y}]_{s t}:=\left(\delta_{[k]}^{*}, x y\right), \text { for } x, y \in r(H) \tag{3.1}
\end{equation*}
$$

It is obvious that the form $[-,-]_{s t}$ is associative and $*$-symmetric: $[\bar{x}, \bar{y}]_{s t}=\left[\bar{y}^{*}, \bar{x}^{*}\right]_{s t}$.
The left radical of the form $[-,-]_{s t}$ is the subgroup of $r_{s t}(H)$ consisting of $\bar{x} \in$ $r_{s t}(H)$ such that $[\bar{x}, \bar{y}]_{s t}=0$ for all $\bar{y} \in r_{s t}(H)$. The right radical of the form $[-,-]_{s t}$ is defined similarly. The form $[-,-]_{s t}$ is non-degenerate if and only if the left radical (or equivalently, the right radical) of the form $[-,-]_{s t}$ is zero.

Proposition 3.1.3 The left radical of the form $[-,-]_{\text {st }}$ is equal to $\mathcal{P}_{+} / \mathcal{P}$ and the right radical of the form $[-,-]_{s t}$ is equal to $\mathcal{P}_{-} / \mathcal{P}$.

Proof.We only consider the left radical of the form $[-,-]_{s t}$. For $x, y \in r(H)$, if $x \in \mathcal{P}_{+}$, then $x y \in \mathcal{P}_{+}$since $\mathcal{P}_{+}$is a right ideal of $r(H)$. It follows that $[\bar{x}, \bar{y}]_{s t}=\left(\delta_{[k]]}^{*}, x y\right)=0$, and hence $\bar{x}$ belongs to the left radical of the form $[-,-]_{s t}$. Conversely, we suppose that $\bar{x}$ belongs to the left radical of the form $[-,-]_{s t}$ for $x=\sum_{[M] \in \operatorname{ind}(H)} \lambda_{[M]}[M]$. The inverse of $*$ under the composition is denoted $\star$. For any $[M] \in \operatorname{ind}(H)$, by Theorem 2.3.6, we have
$0=\left[\bar{x}, \overline{\left.[M]^{*}\right]_{s t}}=\left(\delta_{[\mathbb{k}]}^{*}, x[M]^{\star}\right)=\left([M]^{* * *} \delta_{[\mathbb{k}]}^{*}, x\right)=\left(\left(\delta_{[\mathfrak{k}]}[M]\right)^{*}, x\right)= \begin{cases}0, & \mathbb{k} \nmid M \otimes M^{*}, \\ \lambda_{[M]}, & \mathbb{k} \mid M \otimes M^{*} .\end{cases}\right.$
This implies that $x=\sum_{\mathbb{k} \nmid M \otimes M^{*}} \lambda_{[M]}[M] \in \mathcal{P}_{+}$.
Now let $\mathcal{J}$ be the subgroup of $r(H)$ as follows:

$$
\mathcal{J}=\mathbb{Z}\left\{\delta_{[M]} \mid[M] \in \operatorname{ind}(H) \text { and } M \text { not projective }\right\}
$$

Then $\mathcal{J}_{+}$and $\mathcal{J}_{-}$are both contained in $\mathcal{J}$. If $H$ is of finite representation type, then $\mathcal{J}$ is nothing but $\operatorname{ker} \varphi\left(=\mathcal{P}^{\perp}\right)$ by Lemma 2.2.2 (5). We are now ready to characterize the non-degeneracy of the form $[-,-]_{s t}$ using Proposition 3.1.3.

Proposition 3.1.4 The following statements are equivalent:
(1) The form $[-,-]_{s t}$ is non-degenerate.
(2) $\mathcal{P}_{+}=\mathcal{P}_{-}=\mathcal{P}$.
(3) $\mathcal{J}_{+}=\mathcal{J}_{-}=\mathcal{J}$.
(4) $\mathcal{J}$ is an ideal of $r(H)$ generated by the central element $\delta_{[\mathfrak{k x}]}$, the left annihilator $l(\mathcal{J})$ and right annihilator $r(\mathcal{J})$ of $\mathcal{J}$ are both equal to $\mathcal{P}$.

Proof.It can be seen from Proposition 3.1.3 that Part (1) and Part (2) are equivalent. The equality $\mathcal{P}_{+}=\mathcal{P}$ is equivalent to saying that $\mathbb{k} \nmid M \otimes M^{*}$ if and only if $M$ is projective, or equivalently, $\mathfrak{k} \mid M \otimes M^{*}$ if and only if $M$ is not projective, this is precisely $\mathcal{J}_{+}=\mathcal{J}$. Similarly, $\mathcal{P}_{-}=\mathcal{P}$ if and only if $\mathcal{J}_{-}=\mathcal{J}$.
$(1) \Rightarrow(4)$ If the form $[-,-]_{s t}$ is non-degenerate, then $\mathcal{J}_{+}=\mathcal{J}_{-}=\mathcal{J}$. It follows from Theorem 2.3.6 that $\delta_{[\mathbb{k}]}$ is a central element of $r(H)$ and $\mathcal{J}$ is an ideal of $r(H)$
generated by $\delta_{[\mathrm{k}]}$. Observe that $\mathcal{J}_{+}=\mathcal{J}_{-}=\mathcal{J}$ implying that $\mathcal{J}^{*}=\mathcal{J}_{-}^{*}=\mathcal{J}_{+}=\mathcal{J}$. This deduces that the left and right annihilators of $\mathcal{J}$ coincide: $l(\mathcal{J})=r(\mathcal{J})$. Let $I:=l(\mathcal{J})=r(\mathcal{J})$. We claim that $I=\mathcal{P}$. The inclusion $\mathcal{P} \subseteq I$ is obvious. We denote $T_{s t}=\left\{\bar{x} \in r_{s t}(H) \mid[\bar{x}, 1]_{s t}=0\right\}$ and $T=\left\{x \in r(H) \mid \bar{x} \in T_{s t}\right\}$. Then $I \subseteq T$ since $\mathcal{J} x=0$ if and only if $(\mathcal{J}, x)=0$. Now $I$ is an ideal of $r(H)$ satisfying $\mathcal{P} \subseteq I \subseteq T$. So $I / \mathcal{P}$ is an ideal of $r_{s t}(H)$ contained in $T / \mathcal{P}=T_{s t}$. However, $T_{s t}$ contains no nonzero ideals of $r_{s t}(H)$ since the form $[-,-]_{s t}$ is non-degenerate. This implies that $I=\mathcal{P}$.
(4) $\Rightarrow$ (1) If $[\bar{y}, \bar{x}]_{s t}=0$ for any $y \in r(H)$, then $\left[\bar{x}^{*}, \bar{y}^{*}\right]_{s t}=0$ since the form is *-symmetric. We have $0=\left[\bar{x}^{*}, \bar{y}^{*}\right]_{s t}=\left(\delta_{[k]}^{*}, x^{*} y^{*}\right)=\left(\left(x \delta_{[k]}\right)^{*}, y^{*}\right)$ for any $y \in r(H)$. Thus, $x \delta_{[\mathrm{k}]}=0$, so $x \in l(\mathcal{J})=\mathcal{P}$, and hence $\bar{x}=0$. Similarly, if $[\bar{x}, \bar{y}]_{s t}=0$ for any $y \in r(H)$, then $\bar{x}=0$.

Remark 3.1.5 If the form $[-,-]_{\text {st }}$ is non-degenerate, then $\mathcal{J}_{+}=\mathcal{J}$ implies that $\mathbb{k}_{\mathfrak{k}}$ $M \otimes M^{*}$ for any indecomposable non-projective module $M$. It deduces that $M \cong M^{* *}$ by Theorem 2.1.7 (1). In this case, the operator $*$ on $r_{s t}(H)$ is an involution.

Under certain assumptions we are able to obtain further information about the Jacobson radical of $r(H)$ described as follows.

Theorem 3.1.6 Let $H$ be of finite representation type such that the Green ring $r(H)$ is commutative and the form $[-,-]_{s t}$ on $r_{s t}(H)$ is non-degenerate. Then the Jacobson radical $J(r(H))$ of $r(H)$ is equal to $\mathcal{P} \cap \mathcal{P}^{\perp}$ if and only if $G_{0}(H)$ is semiprime.

Proof.If $J(r(H))=\mathcal{P} \cap \mathcal{P}^{\perp}$, it is obvious that $G_{0}(H)$ is semiprime, since $r(H) / \mathcal{P}^{\perp} \cong$ $G_{0}(H)$ and the Jacobson radical $J(r(H))$ is the nilradical of $r(H)$. Conversely, the non-degeneracy of the form $[-,-]_{s t}$ on $r_{s t}(H)$ shows that $\mathcal{P}_{+}=\mathcal{P}_{-}=\mathcal{P}$. This implies that $J(r(H)) \subseteq \mathcal{P}$ by Proposition 2.3.11. If $G_{0}(H)$ is semiprime, then the isomorphism $G_{0}(H) \cong r(H) / \mathcal{P}^{\perp}$ implies that $J(r(H)) \subseteq \mathcal{P}^{\perp}$, so we obtain that $J(r(H)) \subseteq \mathcal{P} \cap \mathcal{P}^{\perp}$. The inclusion $\mathcal{P} \cap \mathcal{P}^{\perp} \subseteq J\left(r(H)\right.$ ) is obvious, since any element of $\mathcal{P} \cap \mathcal{P}^{\perp}$ has square zero which can be deduced from the non-degeneracy of the form $(-,-)$.

Remark 3.1.7 The map $\varphi: r(H) \rightarrow G_{0}(H)$ given in (2.8) restricting to the ideal $\mathcal{P}$ gives rise to the Cartan map $\left.\varphi\right|_{\mathcal{P}}: \mathcal{P} \rightarrow G_{0}(H)$, whose kernel is exactly $\operatorname{ker}\left(\left.\varphi\right|_{\mathcal{P}}\right)=$
$\mathcal{P} \cap \operatorname{ker} \varphi=\mathcal{P} \cap \mathcal{P}^{\perp}$.

Example 3.1.8 If $H$ is a finite dimensional pointed Hopf algebra of rank one (e.g., Taft algebras [14], generalized Taft algebras [44] and Radford Hopf algebras [69]), then $G_{0}(H)$ is semiprime and the form $[-,-]_{s t}$ on $r_{s t}(H)$ is non-degenerate since $\mathcal{P}_{+}=$ $\mathcal{P}_{-}=\mathcal{P}$. It follows that $J(r(H))=\mathcal{P} \cap \mathcal{P}^{\perp}=\operatorname{ker}\left(\left.\varphi\right|_{\mathcal{P}}\right)$, which is a principal ideal, see [68, 69] for details.

## §3.2 Bi-Frobenius algebra structure

In this section, we always assume that $H$ is a finite dimensional non-semisimple Hopf algebra of finite representation type and the form $[-,-]_{s t}$ on $r_{s t}(H)$ is nondegenerate. In this case, we show that the complexified stable Green algebra $R_{s t}(H):=$ $\mathbb{C} \otimes_{\mathbb{Z}} r_{s t}(H)$ admits a group-like algebra structure, hence it is a bi-Frobenius algebra.

Let $\left\{\left[X_{i}\right] \mid i \in \mathbb{I}\right\}$ be the set of all non-projective indecomposable modules in $\operatorname{ind}(H)$. By definition $0 \in \mathbb{I}$ since $\left[X_{0}\right]:=[\mathbb{k}]$ is not projective. Note that $X$ is not projective if and only if $X^{*}$ is not projective. Thus, the duality functor $*$ of $H$-mod induces an involution (see Remark 3.1.5) on the index set $\mathbb{I}$ defined by $\left[X_{i^{*}}\right]:=\left[X_{i}^{*}\right]$ for any $i \in \mathbb{I}$.

Proposition 3.2.1 The stable Green ring $r_{s t}(H)$ is a transitive fusion ring with respect to the basis $\left\{\overline{\left[X_{i}\right]} \mid i \in \mathbb{I}\right\}$.

Proof.It is straightforward to verify that $r_{s t}(H)$ satisfies the conditions of a fusion ring given in [28, Definition 3.1.7], where the group homomorphism $\tau$ from $r_{s t}(H)$ to $\mathbb{Z}$ is determined by $\tau(\bar{x})=\left(\delta_{[k]}^{*}, x\right)$ for any $\bar{x} \in r_{s t}(H)$. The stable Green ring $r_{s t}(H)$ is transitive ( $\left[28\right.$, Definition 3.3.1]): for any $i, j \in \mathbb{I}$, there exist $k, l \in \mathbb{I}$ such that $\overline{\left[X_{j}\right]\left[X_{k}\right]}$ and $\overline{\left[X_{l}\right]\left[X_{j}\right]}$ contain $\overline{\left[X_{i}\right]}$ with a nonzero coefficient. In fact, we have $\mathbb{k} \mid X_{j} \otimes X_{j}^{*}$ since $\mathcal{P}_{+}=\mathcal{P}_{-}=\mathcal{P}$. This implies that $X_{i} \mid X_{j} \otimes X_{j}^{*} \otimes X_{i}$. Then we may find an indecomposable non-projective module $X_{k}$ in $X_{j}^{*} \otimes X_{i}$ such that $X_{i} \mid X_{j} \otimes X_{k}$. Similarly, $X_{i} \mid X_{i} \otimes X_{j}^{*} \otimes X_{j}$, then there exists some $X_{l}$ in $X_{i} \otimes X_{j}^{*}$ such that $X_{i} \mid X_{l} \otimes X_{j}$.

Remark 3.2.2 The stable Green ring $r_{s t}(H)$ is a fusion ring under the condition that the form $[-,-]_{s t}$ on $r_{s t}(H)$ is non-degenerate. However, the stable category $H$-mod is not necessary semisimple by Proposition 3.1.1. A typical example is that the stable category of any Taft algebra of dimension $n^{2}$ for $n>2$ is not semisimple, while the stable Green ring of the Taft algebra is a fusion ring.

The fact that $r_{s t}(H)$ is a transitive fusion ring enables us to define the FrobeniusPerron dimension of $\overline{\left[X_{i}\right]}$ for any $i \in \mathbb{I}$. Let $\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right)$ be the maximal nonnegative eigenvalue of the matrix of the left multiplication by $\overline{\left[X_{i}\right]}$ with respect to the basis $\left\{\overline{\left[X_{i}\right]} \mid i \in \mathbb{I}\right\}$ of $r_{s t}(H)$. Then $\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right)$ is called the Frobenius-Perron dimension of $\overline{\left[X_{i}\right]}$. Extending FPdim linearly from the basis $\left\{\overline{\left[X_{i}\right]} \mid i \in \mathbb{I}\right\}$ of $r_{s t}(H)$ to $R_{s t}(H)$, we obtain a functional FPdim : $R_{s t}(H) \rightarrow \mathbb{C}$. The functional FPdim has the following properties, see Proposition 3.3.4, Proposition 3.3.6 and Proposition 3.3.9 in [28].

Proposition 3.2.3 For any $i \in \mathbb{I}$, we have the following:
(1) $\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right) \geq 1$.
(2) The functional FPdim: $R_{s t}(H) \rightarrow \mathbb{C}$ is a ring homomorphism.
(3) $\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right)=F P \operatorname{dim}\left(\overline{\left[X_{i^{*}}\right]}\right)$.

Let $x_{i}:=\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right)\left[\overline{\left.X_{i}\right]}\right.$ for any $i \in \mathbb{I}$. Then $\mathbf{b}=\left\{x_{i} \mid i \in \mathbb{I}\right\}$ is a basis of $R_{s t}(H)$.

Theorem 3.2.4 The quadruple $\left(R_{s t}(H), F P d i m, \mathbf{b}, *\right)$ is a group-like algebra.

Proof.We need to verify the conditions (G1)-(G3) given in Definition 1.1.7. The condition (G1) is obvious. To verify the condition (G2), we have

$$
\begin{equation*}
x_{i}^{*}=\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right)\left(\overline{\left[X_{i}\right]}\right)^{*}=\operatorname{FPdim}\left(\overline{\left[X_{i^{*}}\right]}\right) \overline{\left[X_{i^{*}}\right]}=x_{i^{*}} . \tag{3.2}
\end{equation*}
$$

Now for $i, j \in \mathbb{I}$, we suppose that

$$
\begin{equation*}
x_{i} x_{j}=\sum_{k \in \mathbb{I}} p_{i j}^{k} x_{k}, \tag{3.3}
\end{equation*}
$$

where $p_{i j}^{k} \in \mathbb{C}$. On the one hand, applying the duality operator $*$ to the equality (3.3) and using (3.2), we obtain that $x_{j^{*}} x_{i^{*}}=\sum_{k \in \mathbb{I}} p_{i j}^{k} x_{k^{*}}$. On the other hand, we have $x_{j^{*}} x_{i^{*}}=\sum_{l \in \mathbb{I}} p_{j^{*} i^{*}}^{l} x_{l}$. It follows that $p_{i j}^{k}=p_{j^{*} i^{*}}^{k^{*}}$ for any $i, j, k \in \mathbb{I}$. Now we verify the condition (G3):

$$
\begin{aligned}
p_{i j}^{0} & =\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right) \operatorname{FPdim}\left(\overline{\left[X_{j}\right]}\right)\left(\delta_{[\mathfrak{k j}}^{*},\left[X_{i}\right]\left[X_{j}\right]\right) \\
& \left.=\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right) \operatorname{FPdim}\left(\overline{\left[X_{j}\right.}\right]\right)\left(\left[X_{j}\right]^{* *} \delta_{[k]}^{*},\left[X_{i}\right]\right) \\
& =\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right) \operatorname{FPdim}\left(\overline{\left[X_{j}\right]}\right)\left(\delta_{\left[X_{j}{ }^{*}\right]}^{*},\left[X_{i}\right]\right) \\
& =\operatorname{FPdim}\left(\overline{\left[\overline{X_{i}}\right]}\right) \operatorname{FPdim}\left(\overline{\left[X_{j}\right]}\right) \delta_{i, j^{*}} \\
& =\delta_{i, j^{*}} \operatorname{FPdim}\left(x_{i}\right) .
\end{aligned}
$$

Therefore, the condition (G3) is satisfied.
As noted in Remark 1.1.8, a group-like algebra is a bi-Frobenius algebra. Now let us look at the bi-Frobenius algebra structure induced from the group-like algebra structure on $R_{s t}(H)$. The integral $\phi$ is given by $\phi\left(x_{i}\right)=\delta_{0, i}$, for $i \in \mathbb{I}$. Equivalently,

$$
\phi\left(\overline{\left[X_{i}\right]}\right)= \begin{cases}1, & i=0 \\ 0, & i \neq 0\end{cases}
$$

The set $\left\{x_{i}, \left.\frac{x_{i}^{*}}{\operatorname{FPdim}\left(x_{i}\right)} \right\rvert\, i \in \mathbb{I}\right\}$ forms a pair of dual bases of $\left(R_{s t}(H), \phi\right)$. This is equivalent to saying that $\left\{\overline{\left[X_{i}\right]}, \overline{\left[X_{i^{*}}\right]} \mid i \in \mathbb{I}\right\}$ is a pair of dual bases of $R_{s t}(H)$ with respect to the integral $\phi$. From the observation above, we conclude that the integral $\phi$ is nothing but the map determined by the form $[-,-]_{s t}$, namely, $\phi(\bar{x})=[\bar{x}, 1]_{s t}$ for $\bar{x} \in R_{s t}(H)$.

The stable Green algebra $R_{s t}(H)$ is a coalgebra with the counit given by FPdim, and the comultiplication $\triangle$ defined by $\triangle\left(x_{i}\right)=\frac{1}{\operatorname{FPdim}\left(x_{i}\right)} x_{i} \otimes x_{i}$, or equivalently,

$$
\Delta\left(\overline{\left[X_{i}\right]}\right)=\frac{1}{\operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right)} \overline{\left[X_{i}\right]} \otimes \overline{\left[X_{i}\right]},
$$

for $i \in \mathbb{I}$. Let $t=\sum_{i \in \mathbb{I}} x_{i}=\sum_{i \in \mathbb{I}} \operatorname{FPdim}\left(\overline{\left[X_{i}\right]}\right) \overline{\left[X_{i}\right]}$. Then $t$ is an integral of $R_{s t}(H)$ associated to the counit FPdim. Now $\left(R_{s t}(H), t\right)$ becomes a Frobenius coalgebra. Define a map $S: R_{s t}(H) \rightarrow R_{s t}(H)$ by $S\left(x_{i}\right)=x_{i^{*}}$, that is, $S\left(\overline{\left[X_{i}\right]}\right)=\overline{\left[X_{i^{*}}\right]}$ for $i \in \mathbb{I}$. The map $S$ is exactly the duality operator $*$ on $R_{s t}(H)$. It is an anti-algebra and anticoalgebra morphism, so is an antipode of $R_{s t}(H)$. Now the quadruple ( $\left.R_{s t}(H), \phi, t, S\right)$ forms a bi-Frobenius algebra which is in general not a Hopf algebra.

## §3.3 Applications to Radford Hopf algebras

In this section, we apply results obtained in previous section to the stable Green ring of a Radford Hopf algebra. In this case, the bilinear form $[-,-]_{s t}$ is non-degenerate, and hence the complexified stable Green algebra admits a bi-Frobenius algebra structure. We describe this structure in detail from the point of view of polynomials.

Given two integers $m>1$ and $n>1$. Let $\omega$ be a primitive $m n$-th root of unity and $H$ an algebra generated by $g$ and $y$ subject to relations

$$
g^{m n}=1, y g=\omega^{-m} g y, y^{n}=g^{n}-1 .
$$

Then $H$ is a Hopf algebra whose comultiplication $\triangle$, counit $\varepsilon$, and antipode $S$ are given respectively by

$$
\begin{gathered}
\triangle(y)=y \otimes g+1 \otimes y, \varepsilon(y)=0, S(y)=-y g^{-1}, \\
\triangle(g)=g \otimes g, \varepsilon(g)=1, S(g)=g^{-1} .
\end{gathered}
$$

The Hopf algebra $H$ is called a Radford Hopf algebra, which was introduced by Radford [57] so as to give an example of Hopf algebra whose Jacobson radical is not a Hopf ideal.

The Green ring and the stable Green ring of the Radford Hopf algebra $H$ can be presented by generators and relations. Let $\mathbb{Z}\left[Y, Z, X_{1}, X_{2}, \cdots, X_{m-1}\right]$ be a polynomial ring over $\mathbb{Z}$ in variables $Y, Z, X_{1}, X_{2}, \cdots, X_{m-1}$. The Green ring $r(H)$ of $H$ is isomorphic to the quotient ring of $\mathbb{Z}\left[Y, Z, X_{1}, X_{2}, \cdots, X_{m-1}\right]$ modulo the ideal generated by the elements from (3.4) to (3.6) (see [69, Theorem 8.2]):

$$
\begin{gather*}
Y^{n}-1,(1+Y-Z) F_{n}(Y, Z), Y X_{1}-X_{1}, Z X_{1}-2 X_{1},  \tag{3.4}\\
X_{1}^{j}-n^{j-1} X_{j}, \text { for } 1 \leq j \leq m-1,  \tag{3.5}\\
X_{1}^{m}-n^{m-2}\left(1+Y+\cdots+Y^{n-1}\right) F_{n}(Y, Z), \tag{3.6}
\end{gather*}
$$

where $F_{n}(Y, Z)$ is a Dickson polynomial (of the second type) defined recursively by $F_{1}(Y, Z)=1, F_{2}(Y, Z)=Z$ and $F_{k}(Y, Z)=Z F_{k-1}(Y, Z)-Y F_{k-2}(Y, Z)$ for $k \geq 3$.

More precisely, the polynomial $F_{k}(y, z)$ can be expressed as follows (see [14, Lemma 3.11]):

$$
F_{k}(Y, Z)=\sum_{i=0}^{\left[\frac{k-1}{2}\right]}(-1)^{i}\binom{k-1-i}{i} Y^{i} Z^{k-1-2 i} .
$$

The Grothendieck ring $G_{0}(H)$ is isomorphic to the quotient of $\mathbb{Z}\left[Y, X_{1}, X_{2}, \cdots, X_{m-1}\right]$ modulo the ideal generated by $Y^{n}-1, Y X_{1}-X_{1}, X_{1}^{j}-n^{j-1} X_{j}$ for $1 \leq j \leq m-1$ and $X_{1}^{m}-n^{m-1}\left(1+Y+\cdots+Y^{n-1}\right)$ (see [69, Corollary 8.3]).

The stable Green ring $r_{s t}(H)$ of $H$ is isomorphic to the stable Green ring of a Taft algebra of dimension $n^{2}$ (see [69, Section 7]), while the latter is isomorphic to the quotient ring $\mathbb{Z}[Y, Z] / I$, where $I$ is an ideal of $\mathbb{Z}[Y, Z]$ generated by $Y^{n}-1$ and $F_{n}(Y, Z)$ (see [68, Proposition 6.1]).

The form $[-,-]_{s t}$ on $r_{s t}(H)$ is non-degenerate (see Example 3.1.8). As shown in previous section, there is a bi-Frobenius algebra structure on the complexified stable Green algebra $\mathbb{C} \otimes_{\mathbb{Z}} r_{s t}(H) \cong \mathbb{C}[Y, Z] / I$. In the following, we shall describe the biFrobenius algebra structure on $\mathbb{C}[Y, Z] / I$ using a new basis rather than the canonical basis consisting of indecomposable non-projective $H$-modules. We need the following inverse version of Dickson polynomials.

Lemma 3.3.1 [68, Lemma 6.4] For any $j \geq 1$, we have

$$
Z^{j}=\sum_{k=0}^{\left[\frac{j}{2}\right]}\binom{j}{k} \frac{j+1-2 k}{j+1-k} Y^{k} F_{j+1-2 k}(Y, Z) .
$$

Denote by $y^{i} z^{j}$ the image of $Y^{i} Z^{j}$ under the natural map $\mathbb{C}[Y, Z] \rightarrow \mathbb{C}[Y, Z] / I$. Then the set $\left\{y^{i} z^{j} \mid 0 \leq i \leq n-1,0 \leq j \leq n-2\right\}$ forms a basis of $\mathbb{C}[Y, Z] / I$. By Lemma 3.3.1, the following equation holds in $\mathbb{C}[Y, Z] / I$ :

$$
y^{i} z^{j}=\sum_{k=0}^{\left[\frac{j}{2}\right]}\binom{j}{k} \frac{j+1-2 k}{j+1-k} y^{i+k} F_{j+1-2 k}(y, z) .
$$

Thus, $\left\{y^{i} F_{j}(y, z) \mid 0 \leq i \leq n-1,1 \leq j \leq n-1\right\}$ is a basis of $\mathbb{C}[Y, Z] / I$. In the following, we shall use this basis to describe the bi-Frobenius algebra structure on the algebra $\mathbb{C}[Y, Z] / I$. Following from $[68$, Remark 4.4 (3)] we have

$$
\begin{equation*}
y^{i} F_{j}(y, z) y^{k} F_{l}(y, z)=\sum_{t=\zeta(j, l)}^{\min \{j, l\}-1} y^{i+k+t} F_{j+l-1-2 t}(y, z), \tag{3.7}
\end{equation*}
$$

where $\zeta(j, l)=0$ if $j+l-1<n$, and $\zeta(j, l)=j+l-n$ if $j+l-1 \geq n$.
Define the following two maps $\varepsilon: \mathbb{C}[Y, Z] / I \rightarrow \mathbb{C}$ by

$$
\varepsilon\left(y^{i} F_{j}(y, z)\right)=F_{j}\left(1,2 \cos \frac{\pi}{n}\right)
$$

and $\triangle: \mathbb{C}[Y, Z] / I \rightarrow \mathbb{C}[Y, Z] / I \otimes \mathbb{C}[Y, Z] / I$ by

$$
\triangle\left(y^{i} F_{j}(y, z)\right)=\frac{1}{F_{j}\left(1,2 \cos \frac{\pi}{n}\right)} y^{i} F_{j}(y, z) \otimes y^{i} F_{j}(y, z)
$$

Then both $\varepsilon$ and $\triangle$ are well-defined since $F_{n}\left(1,2 \cos \frac{\pi}{n}\right)=0$ (see [69, Theorem 7.3]). Moreover, it is straightforward to check that $(\triangle \otimes i d) \triangle=(i d \otimes \triangle) \triangle$ and $(i d \otimes \varepsilon) \triangle=$ $i d=(\varepsilon \otimes i d) \triangle$. Hence $(\mathbb{C}[Y, Z] / I, \triangle, \varepsilon)$ is a coalgebra.

Define the linear map $\phi: \mathbb{C}[Y, Z] / I \rightarrow \mathbb{C}$ by

$$
\phi\left(y^{i} F_{j}(y, z)\right)= \begin{cases}1, & i=0, j=1 \\ 0, & \text { otherwise }\end{cases}
$$

Then $(\mathbb{C}[Y, Z] / I, \phi)$ is a Frobenius algebra and

$$
\left\{y^{i} F_{j}(y, z), y^{1-i-j} F_{j}(y, z) \mid 0 \leq i \leq n-1,1 \leq j \leq n-1\right\}
$$

forms a pair of dual bases of $\mathbb{C}[Y, Z] / I$ with respect to the integral $\phi$.
Denote by $t=\sum_{i=0}^{n-1} \sum_{j=1}^{n-1} F_{j}\left(1,2 \cos \frac{\pi}{n}\right) y^{i} F_{j}(y, z)$. Then

$$
\triangle(t)=\sum t_{1} \otimes t_{2}=\sum_{i=0}^{n-1} \sum_{j=1}^{n-1} y^{i} F_{j}(y, z) \otimes y^{i} F_{j}(y, z)
$$

Define the linear map $S: \mathbb{C}[Y, Z] / I \rightarrow \mathbb{C}[Y, Z] / I$ by

$$
S(f)=\sum \phi\left(t_{1} f\right) t_{2}=\sum_{i=0}^{n-1} \sum_{j=1}^{n-1} \phi\left(y^{i} F_{j}(y, z) f\right) y^{i} F_{j}(y, z)
$$

We have the following result.
Theorem 3.3.2 The quadruple $(\mathbb{C}[Y, Z] / I, \phi, t, S)$ is a bi-Frobenius algebra.

Proof.To prove that $(\mathbb{C}[Y, Z] / I, \phi, t, S)$ is a bi-Frobenius algebra, we only need to show that $\triangle(1)=1 \otimes 1$, the counit $\varepsilon$ is an algebra morphism and the map $S$ is an antialgebra as well as anti-coalgebra automorphism according to [22, Lemma 1.2]. Indeed,
the former two conclusions are obviously true. By the definition of $S$ and the equality (3.7), we have

$$
\begin{aligned}
S\left(y^{k} F_{l}(y, z)\right) & =\sum_{i=0}^{n-1} \sum_{j=1}^{n-1} \phi\left(y^{i} F_{j}(y, z) y^{k} F_{l}(y, z)\right) y^{i} F_{j}(y, z) \\
& =\sum_{i=0}^{n-1} \sum_{j=1}^{n-1} \phi\left(\sum_{t=\zeta(j, l)}^{\min \{j, l\}-1} y^{i+k+t} F_{j+l-1-2 t}(y, z)\right) y^{i} F_{j}(y, z) .
\end{aligned}
$$

By the definition of $\phi$, we have $\phi\left(y^{i+k+t} F_{j+l-1-2 t}(y, z)\right)=1$ if and only if $i, j$ and $t$ satisfy $n \mid i+k+t$ and $j+l-1-2 t=1$. Note that $t \leq \min \{j, l\}-1$. The equality $j+l-1-2 t=1$ implies that $j=l$. In this case, $t=l-1$ and $n \mid i+k+l-1$. It follows that $S\left(y^{k} F_{l}(y, z)\right)=y^{1-k-l} F_{l}(y, z)$ and $S$ maps the basis to its dual basis, hence the map $S$ is bijective. In particular, $S(1)=1$ and

$$
\begin{aligned}
S\left(y^{i} F_{j}(y, z) y^{k} F_{l}(y, z)\right) & =S\left(\sum_{t=\zeta(j, l)}^{\min \{j, l\}-1} y^{i+k+t} F_{j+l-1-2 t}(y, z)\right) \\
& =\sum_{t=\zeta(j, l)}^{\min \{j, l\}-1} y^{1-(i+k+t)-(j+l-1-2 t)} F_{j+l-1-2 t}(y, z) \\
& =y^{1-i-j} F_{j}(y, z) y^{1-k-l} F_{l}(y, z) \\
& =S\left(y^{i} F_{j}(y, z)\right) S\left(y^{k} F_{l}(y, z)\right) .
\end{aligned}
$$

We conclude that $S$ is an anti-algebra map since $\mathbb{C}[Y, Z] / I$ is a commutative algebra. In addition,

$$
(\varepsilon \circ S)\left(y^{i} F_{j}(y, z)\right)=\varepsilon\left(y^{1-i-j} F_{j}(y, z)\right)=\varepsilon\left(y^{i} F_{j}(y, z)\right)
$$

and

$$
\begin{aligned}
(\triangle \circ S)\left(y^{i} F_{j}(y, z)\right) & =\triangle\left(y^{1-i-j} F_{j}(y, z)\right) \\
& =\frac{1}{F_{j}\left(1,2 \cos \frac{\pi}{n}\right)} y^{1-i-j} F_{j}(y, z) \otimes y^{1-i-j} F_{j}(y, z) \\
& =\left((S \otimes S) \circ \triangle^{\mathrm{op}}\right)\left(y^{i} F_{j}(y, z)\right)
\end{aligned}
$$

It follows that $S$ is an anti-coalgebra map on $\mathbb{C}[Y, Z] / I$.
Remark 3.3.3 Note that $\left\{y^{i} z^{j} \mid 0 \leq i \leq n-1,0 \leq j \leq n-2\right\}$ is a basis of $\mathbb{C}[Y, Z] / I$. Using this basis we are able to describe the bi-Frobenius algebra structure on $(\mathbb{C}[Y, Z] / I, \phi, t, S)$ as follows:

- $\triangle\left(y^{i} z^{j}\right)=\sum_{k=0}^{\left\lfloor\frac{j}{2}\right\rfloor}\binom{j}{k} \frac{j+1-2 k}{(j+1-k) F_{j+1-2 k}\left(1,2 \cos \frac{\pi}{n}\right.} y^{i+k} F_{j+1-2 k}(y, z) \otimes y^{i+k} F_{j+1-2 k}(y, z) ;$
- $\phi\left(y^{i} z^{j}\right)= \begin{cases}\binom{j}{\frac{j}{2}} \frac{2}{j+2}, & 2 \mid j \text { and } n \left\lvert\, i+\frac{j}{2}\right., \\ 0, & \text { otherwise; }\end{cases}$
- $t=\sum_{i=0}^{n-1} \sum_{j=1}^{n-1} F_{j}\left(1,2 \cos \frac{\pi}{n}\right) y^{i} F_{j}(y, z)$;
- $S\left(y^{i} z^{j}\right)=\sum_{k=0}^{\left\lfloor\frac{j}{2}\right\rfloor}\binom{j}{k} \frac{j+1-2 k}{j+1-k} y^{k-i-j} F_{j+1-2 k}(y, z)$.


# Chapter 4 The Casimir numbers of Hopf algebras 

This chapter deals with the question of when the Green $\operatorname{ring} r(H)$, or the Green algebra $r(H) \otimes_{\mathbb{Z}} K$ over a field $K$, is Jacobson semisimple (namely, has zero Jacobson radical). It turns out that $r(H) \otimes_{\mathbb{Z}} K$ is Jacobson semisimple if and only if the Casimir number of $r(H)$ is not zero in $K$. For the Green ring $r(H)$ itself, $r(H)$ is Jacobson semisimple if and only if the Casimir number of $r(H)$ is not zero. Then we focus on the cases where $H=\mathbb{k} G$ for a cyclic group $G$ of order $p$ over a field $\mathbb{k}$ of characteristic $p$. In this case, the Casimir number is computed. This leads to a complete description of the Jacobson radical of the Green algebra $r(\mathbb{k} G) \otimes_{\mathbb{Z}} K$ over any field $K$.

## §4.1 Introduction

The Green ring of a finite group, or more generally, the Green ring of a Hopf algebra, has attracted much attention when it was realized that the Green ring provides one context for studying the problem of decomposing a tensor product into a direct sum of indecomposables (see e.g. [8,14,19,34,39,71]). After J.A. Green [33] first showed that the Green ring has no nonzero nilpotent elements for any cyclic $p$-group over a field of characteristic $p$, much subsequent works have centered on the nilpotency problem, that is, whether or not the Green ring possesses nonzero nilpotent elements.

The nilpotency problem has been completely solved for the Green ring of a finite group. It was shown that when the base field is of characteristic $p$, the Green ring of a finite group $G$ contains nonzero nilpotent elements unless the Sylow $p$-subgroups of $G$ are cyclic or elementary abelian 2-groups (see $[7,33,74]$ ). For the Green ring of a Hopf algebra, if $H$ is a finite dimensional pointed Hopf algebra of rank one, then all nilpotent elements of the Green ring of $H$ form a principal ideal, which is nothing but the Jacobson radical of the Green ring (see [68, Theorem 5.4] and [69, Theorem 6.3]). The proofs given for the above results were heavily computational, and neither explained properties of nilpotent elements, nor indicated a criterion for detecting them.

Let $H$ be a finite dimensional Hopf algebra over an algebraically closed field $\mathbb{k}$. If $H$ is of finite representation type, then the Green ring $r(H)$ of $H$ is a Frobenius algebra over the ring $\mathbb{Z}$ of integers with the bilinear form given by dimensions of morphism spaces, see Proposition 2.3.3. The pair of dual bases associated with this bilinear form is the set consisting of isomorphism classes of indecomposable objects [ $X$ ] together with $\delta_{[X]}^{*}$, an element in $r(H)$ related to the almost split sequence ending with $X$ (if $X$ is not projective). The Casimir operator of $r(H)$ is the map $c$ from $r(H)$ to its center given by

$$
c(x)=\sum_{[X] \in \operatorname{ind}(H)}[X] x \delta_{[X]}^{*},
$$

where $\operatorname{ind}(H)$ is the set of all isomorphism classes of indecomposable $H$-modules. The intersection of the image of $c$ and $\mathbb{Z}$ is a principal ideal of $\mathbb{Z}$ generated by a non-negative integer and this integer is called the Casimir number of $r(H)$.

In this chapter, the Casimir number of $r(H)$ is used to determine whether or not the Green ring $r(H)$, or the Green algebra $r(H) \otimes_{\mathbb{Z}} K$ over a field $K$, is Jacobson semisimple (namely, has zero Jacobson radical). It turns out that $r(H) \otimes_{\mathbb{Z}} K$ is Jacobson semisimple if and only if the Casimir number of $r(H)$ is not zero in $K$, see Theorem 4.2.1 below. In the special case when the Green $\operatorname{ring} r(H)$ is a group ring $\mathbb{Z} G$, the Casimir number is exactly the order of $G$. This recovers the classical Maschke's theorem which states that $\mathbb{Z} G \otimes_{\mathbb{Z}} K=K G$ is Jacobson semisimple if and only if the order of $G$ is not zero in $K$. In view of this, Theorem 4.2.1 can be regarded as a version of Maschke's theorem for the Green ring case.

For the Green ring $r(H)$ itself, $r(H)$ is Jacobson semisimple if and only if the Casimir number of $r(H)$ is not zero, see Theorem 4.2.5 below. If the Green ring $r(H)$ is commutative, then the Jacobson radical of $r(H)$ is the set of all nilpotent elements of $r(H)$. As a consequence, Theorem 4.2.5 gives a characterization of a commutative Green ring without nonzero nilpotent elements. In particular, this characterization works for the Green ring of a finite group of finite representation type.

In general, it is difficult to calculate the Casimir number of the Green ring $r(H)$. We only focus on the case $H=\mathbb{k}_{k} G$, where $G$ is a cyclic group of order $p$ and $\mathbb{k}$ is an algebraically closed field of characteristic $p$. By a straightforward computation, we find that the Casimir number of $r(\mathbb{k} G)$ is $2 p^{2}$. This shows that the Green $\operatorname{ring} r(\mathbb{k} G)$
is Jacobson semisimple, which is a result of J.A. Green [33]. Moreover, $r(\mathbb{k} G) \otimes_{\mathbb{Z}} K$ is Jacobson semisimple if and only if the characteristic of $K$ is not equal to 2 or $p$. In the case where $K$ is of characteristic 2 or $p$, we use the factorization of the Dickson polynomials to describe the Jacobson radical of $r\left(\mathbb{k}_{k} G\right) \otimes_{\mathbb{Z}} K$ explicitly.

This chapter is organized as follows. In Section 4.2, we describe the Casimir number of $r(H)$ and use it to determine when $r(H)$, or $r(H) \otimes_{\mathbb{Z}} K$, is Jacobson semisimple. In Section 4.3, by applying the results obtained in Section 4.2 to the Green ring of a finite group $G$, we describe the Jacobson radical of the Green algebra $r(\mathbb{k} G) \otimes_{\mathbb{Z}} K$ completely.

Throughout this chapter, $H$ is a finite dimensional Hopf algebra which is of finite representation type over an algebraically closed field $\mathbb{k}$. The letters $\mathbb{Z}, \mathbb{Q}, \mathbb{C}$ stand respectively for the ring of integers, the field of rationals, and the field of complex numbers. For a prime number $p$, the symbol $\mathbb{F}_{p}$ stands for the finite field consisting of $p$ elements.

## §4.2 The Jacobson semisimplicity of Green rings

Recall that for any indecomposable $H$-module $Z$, if $Z$ is not projective, there exists a unique almost split sequence $0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$ with the ending term $Z$, we denote by $\delta_{[Z]}$ the element $[X]-[Y]+[Z]$ in $r(H)$; if $Z$ is projective, we write $\delta_{[Z]}=[Z]-[\operatorname{rad} Z]$, where $\operatorname{rad} Z$ is the radical of $Z$.

For any $[X] \in \operatorname{ind}(H)$, denote by $\delta_{[X]}^{*}$ the image of $\delta_{[X]}$ under the dual operator $*$ of $r(H)$. Since $H$ is of finite representation type, the Green ring $r(H)$ is a Frobenius algebra over $\mathbb{Z}$, and all notions for Frobenius $\mathbb{Z}$-algebras make sense for $r(H)$. More precisely, the Casimir operator of $r(H)$ is the map $c$ from $r(H)$ to its center $Z(r(H))$ given by

$$
c(x)=\sum_{[X] \in \operatorname{ind}(H)}[X] x \delta_{[X]}^{*} \text { for } x \in r(H) .
$$

The Casimir element of $r(H)$ is $c(1)=\sum_{[X] \in \operatorname{ind}(\mathcal{C})}[X] \delta_{[X]}^{*}$. In particular,

$$
\operatorname{dim}_{\mathfrak{k}}(c(1))=\operatorname{dim}_{\mathfrak{k}} H .
$$

The Casimir number of $r(H)$ is defined to be the non-negative integer $m$ satisfying
$\mathbb{Z} \cap \operatorname{Im} c=(m)$. This number is an invariant of $H$-module category under tensor equivalence because it does not depend on the choice of a bilinear form on $r(H)$. From this number one is able to determine when $r(H)$, or the algebra $r(H) \otimes_{\mathbb{Z}} K$ over a field $K$ is Jacobson semisimple.

Theorem 4.2.1 The Green algebra $r(H) \otimes_{\mathbb{Z}} K$ over a field $K$ is Jacobson semisimple if and only if the Casimir number of $r(H)$ is not zero in $K$.

Proof.If $K=\mathbb{F}_{p}$, then the algebra $r(H) \otimes_{\mathbb{Z}} \mathbb{F}_{p}$ is separable (namely, Jacobson semisimple) if and only if $(p) \nsupseteq \operatorname{Im} c \cap \mathbb{Z}$, see [47, Proposition 6]. If $K=\mathbb{Q}$, then $r(H) \otimes_{\mathbb{Z}} \mathbb{Q}$ is separable if and only if $\operatorname{Im} c=Z(r(H))$ by Higman's theorem [38, Theorem 1], or equivalently, $c(x)=1$ for some $x \in r(H) \otimes_{\mathbb{Z}} \mathbb{Q}$. This is equivalent to saying that $c(m x)=m$, where $m$ is a positive integer such that $m x \in r(H)$. Precisely, $\mathbb{Z} \cap \operatorname{Im} c \neq 0$. For a general field $K$, since $\mathbb{Q}\left(\right.$ resp. $\left.\mathbb{F}_{p}\right)$ is a perfect field, any field extension $\mathbb{Q} \subseteq K$ (resp. $\mathbb{F}_{p} \subseteq K$ ) is separable. This implies that $r(H) \otimes_{\mathbb{Z}} K$ is Jacobson semisimple if and only if $r(H) \otimes_{\mathbb{Z}} \mathbb{Q}$ (resp. $r(H) \otimes_{\mathbb{Z}} \mathbb{F}_{p}$ ) is Jacobson semisimple. We have completed the proof.

If $\mathbb{Z} \cap \operatorname{Im} c=(m)$, then there exists some $x \in r(H)$ such that $c(x)=m$. Applying dimension to this equality, we have

$$
\begin{equation*}
m=\operatorname{dim}_{\mathbb{k}}(c(x))=\operatorname{dim}_{\mathbb{k}}(x) \operatorname{dim}_{\mathbb{k}}(c(1))=\operatorname{dim}_{\mathbb{k}}(x) \operatorname{dim}_{\mathbb{k}} H . \tag{4.1}
\end{equation*}
$$

It means that the Casimir number $m$ of $r(H)$ is divisible by $\operatorname{dim}_{\mathrm{k}} H$. This is a result of [47, Proposition 22(a)]. In particular, we have the following corollary:

Corollary 4.2.2 If a prime $p$ divides the dimension of $H$, then $r(H) \otimes_{\mathbb{Z}} K$ is not Jacobson semisimple for any field $K$ of characteristic $p$.

Remark 4.2.3 Let $G$ be a finite group and $\mathcal{C}$ the discrete tensor category associated to $G$. Namely, the set of objects of $\mathcal{C}$ is $G$, the tensor functor is given by $g \otimes h=g h$ for $g, h \in G$, and $\operatorname{Hom}_{\mathcal{C}}(g, h)=i d_{g}$ if $g=h$, and $\emptyset$ if $g \neq h$. The Green ring of $\mathcal{C}$ is the group ring $\mathbb{Z} G$, and $\mathbb{Z} \cap \operatorname{Im} c=(m)$, where $m$ is the order of $G$. It follows from Theorem 4.2.1 that $\mathbb{Z} G \otimes_{\mathbb{Z}} K=K G$ is Jacobson semisimple if and only if $m$ is not
zero in K. This is exactly the well-known Maschke's theorem. From this point of view, Theorem 4.2.1 can be viewed as the Green ring version of Maschke's theorem.

An interesting result is that the Casimir number of $r(H)$ can also be used to determine when the Green ring $r(H)$ is Jacobson semisimple. To see this, we need the following lemma.

Lemma 4.2.4 Let $J(r(H))$ be the Jacobson radical of $r(H)$ and $\operatorname{pr}(H)$ the ideal of $r(H)$ generated by a prime $p$.
(1) We have $\left(J(r(H))^{n} \subseteq p r(H)\right.$ for some integer $n$.
(2) If $\mathbb{Z} \cap \operatorname{Im} c=(m)$ and $p \nmid m$, then $J(r(H)) \subseteq p r(H)$.

Proof.(1) The ring isomorphism $r(H) / \operatorname{pr}(H) \cong r(H) \otimes_{\mathbb{Z}} \mathbb{F}_{p}$ shows that the quotient $r(H) / p r(H)$ is a finite ring. So the Jacobson radical $J(r(H) / p r(H))$ of $r(H) / p r(H)$ is nilpotent [48, Proposition IV.7]. The canonical ring epimorphism $\pi: r(H) \rightarrow$ $r(H) / p r(H)$ yields that $\pi(J(r(H))) \subseteq J(r(H) / p r(H))$, so $\pi(J(r(H)))$ is nilpotent. Thus, there exists a positive integer $n$ such that $(J(r(H)))^{n}$ is contained in the kernel of $\pi$, namely, $(J(r(H)))^{n} \subseteq p r(H)$.
(2) If the prime $p$ satisfies $p \nmid m$, then $r(H) \otimes_{\mathbb{Z}} \mathbb{F}_{p}$ is Jacobson semisimple by Theorem 4.2.1. In this case, $\pi(J(r(H))) \subseteq J(r(H) / p r(H))=0$. This implies that $J(r(H)) \subseteq p r(H)$.

Theorem 4.2.5 The Green ring $r(H)$ is Jacobson semisimple if and only if the Casimir number of $r(H)$ is not zero.

Proof.Assume that the Jacobson radical $J(r(H))$ of $r(H)$ is zero. Consider the finite dimensional algebra $r(H) \otimes_{\mathbb{Z}} \mathbb{Q}$ over $\mathbb{Q}$. We first show that the Jacobson radical $J\left(r(H) \otimes_{\mathbb{Z}} \mathbb{Q}\right)$ of $r(H) \otimes_{\mathbb{Z}} \mathbb{Q}$ is zero. For any $x \in J\left(r(H) \otimes_{\mathbb{Z}} \mathbb{Q}\right)$, there exists a nonzero integer $n$ such that $n x \in r(H) \cap J\left(r(H) \otimes_{\mathbb{Z}} \mathbb{Q}\right)$. For any $y, z \in r(H)$, we have $y(n x) z \in r(H) \cap J\left(r(H) \otimes_{\mathbb{Z}} \mathbb{Q}\right)$. Since $J\left(r(H) \otimes_{\mathbb{Z}} \mathbb{Q}\right)$ is nilpotent, $1-y(n x) z$ is invertible in $r(H)$. This means that $n x \in J(r(H))=0$, and hence $x=0$. Now $J\left(r(H) \otimes_{\mathbb{Z}} \mathbb{Q}\right)=0$ and the algebra $r(H) \otimes_{\mathbb{Z}} \mathbb{Q}$ is Jacobson semisimple, it follows from

Theorem 4.2.1 that the Casimir number of $r(H)$ is not zero in $\mathbb{Q}$, so it is a nonzero integer. Conversely, if the Casimir number of $r(H)$ is $m \neq 0$, then the set $\Omega$ consisting of all primes $p$ such that $p \nmid m$ is an infinite set. For any $x \in J(r(H))$, we may write $x=d \sum_{[X] \in \operatorname{ind}(\mathcal{C})} \lambda_{[X]}[X]$, where $d \in \mathbb{Z}$ and all integer coefficients $\lambda_{[X]}$ are coprime. By Lemma 4.2.4 (2) we have $J(r(H)) \subseteq \operatorname{pr}(H)$ for all $p \in \Omega$. It follows that $p \mid d$ for all $p \in \Omega$. Thus, $d=0$, and hence $x=0$.

If the Green ring $r(H)$ is commutative, then the Jacobson radical of $r(H)$ is the set of all nilpotent elements of $r(H)$. As a consequence, Theorem 4.2.5 gives a characterization of a commutative Green ring without nonzero nilpotent elements. In particular, if $H$ is a finite group of finite representation type, then the Green ring $r(H)$ is commutative. In this case, the Green ring $r(H)$ has no nonzero nilpotent elements if and only if the Casimir number of $r(H)$ is not zero.

## §4.3 The Casimir number of a finite group

In this section we determine the Casimir number of the Green ring of a finite group, and then use it to describe the Jacobson radical of the Green algebra over a field $K$.

From now on $p$ is an odd prime, $\mathbb{k}_{k}$ is an algebraically closed field of characteristic $p$, and $G$ is a cyclic group of order $p$. The group algebra $\mathbb{k} G$ is isomorphic to the quotient of the polynomial algebra $\mathbb{k}[X]$ modulo the ideal $\left(X^{p}-1\right)$ generated by $X^{p}-1$ or $(X-1)^{p}$ :

$$
\mathbb{k} G \cong \mathbb{k}[X] /\left(X^{p}-1\right) \cong \mathbb{k}[X] /(X-1)^{p},
$$

where the latter is a commutative Nakayama local algebra over $\mathfrak{k}$. Let $M_{i}=\mathbb{k}[X] /(X-$ $1)^{i}$ for $i=1, \cdots, p$. Then $\left\{M_{1}, M_{2}, \cdots, M_{p}\right\}$ is a complete set of indecomposable $\mathbb{k} G$ modules up to isomorphism [4, ChV, Section 4]. Here, each $M_{i}$ is self-dual since $M_{i}$ is the unique indecomposable module of dimension $i$ up to isomorphism. Note that $M_{1}$ is the trivial $\mathbb{k} G$-module.

We follow from [4, ChV, Section 4] and present almost split sequences of $\mathbb{k} G$ modules as follows. The almost split sequence ending with the trivial module $M_{1}$
is

$$
0 \rightarrow M_{1} \rightarrow M_{2} \rightarrow M_{1} \rightarrow 0
$$

and the almost split sequence ending with $M_{i}$ is

$$
0 \rightarrow M_{i} \rightarrow M_{i+1} \oplus M_{i-1} \rightarrow M_{i} \rightarrow 0 \text { for } 1<i<p .
$$

Note that the sequence

$$
0 \rightarrow M_{i} \rightarrow M_{2} \otimes M_{i} \rightarrow M_{i} \rightarrow 0
$$

is also an almost split sequence ending with $M_{i}$ for $1 \leq i<p$ (see [4, ChV, Theorem 4.7]). The uniqueness of an almost split sequence shows that $M_{2} \otimes M_{i} \cong M_{i+1} \oplus M_{i-1}$ for $1<i<p$. We also have $M_{2} \otimes M_{p} \cong 2 M_{p}$. This leads to the product $\left[M_{2}\right]\left[M_{i}\right]=$ $\left[M_{i-1}\right]+\left[M_{i+1}\right]$ for $1<i<p$, and $\left[M_{2}\right]\left[M_{p}\right]=2\left[M_{p}\right]$ in the Green ring $r(\mathbb{k} G)$ of $\mathbb{k} G$. The product $\left[M_{i}\right]\left[M_{j}\right]$ in $r(\mathbb{k} G)$ can be described as follows.

Lemma 4.3.1 For $1 \leq i, j \leq p$, we have
(1) If $i+j \leq p$, then $\left[M_{i}\right]\left[M_{j}\right]=\sum_{t=0}^{\min \{i, j\}-1}\left[M_{i+j-1-2 t}\right]$.
(2) If $i+j \geq p+1$, then $\left[M_{i}\right]\left[M_{j}\right]=(i+j-p)\left[M_{p}\right]+\sum_{t=i+j-p}^{\min \{i, j\}-1}\left[M_{i+j-1-2 t}\right]$.

Proof.This can be proved by induction on $i+j$, or see [68, Proposition 4.2] for a similar result.

Let $\mathbb{Z}\left[X_{2}, \cdots, X_{p}\right]$ be a polynomial ring over $\mathbb{Z}$ with variables $X_{2}, \cdots, X_{p}$ and $I$ the ideal of $\mathbb{Z}\left[X_{2}, \cdots, X_{p}\right]$ generated by

$$
X_{2}^{2}-X_{3}-1, X_{2} X_{3}-X_{4}-X_{2}, \cdots, X_{2} X_{p-1}-X_{p}-X_{p-2}, X_{2} X_{p}-2 X_{p}
$$

We have

$$
r(\mathbb{k} G) \cong \mathbb{Z}\left[X_{2}, \cdots, X_{p}\right] / I,
$$

where the isomorphism is given by $\left[M_{i}\right] \mapsto \overline{X_{i}}$ for $i=2,3, \cdots, p$ (see [4, ChV, Proposition 4.11]). Actually, the Green ring $r\left(\mathbb{k}_{k} G\right)$ is isomorphic to a polynomial ring over
$\mathbb{Z}$ with one variable modulo a relation. To see this, we recall the Dickson polynomials of the second kind defined recursively as follows:

$$
\begin{equation*}
E_{0}(X)=1, E_{1}(X)=X, \text { and } E_{i+1}(X)=X E_{i}(X)-E_{i-1}(X) \text { for } i \geq 1 \tag{4.2}
\end{equation*}
$$

Then $E_{n}(X)$ can be written explicitly as

$$
E_{n}(X)=\sum_{i=0}^{\left[\frac{n}{2}\right]}\binom{n-i}{i}(-1)^{i} X^{n-2 i}
$$

for $n \geq 0$ (see e.g. [13, Eq.(1.2)]).
Proposition 4.3.2 We have $r(\mathbb{k} G) \cong \mathbb{Z}[X] /\left((X-2) E_{p-1}(X)\right)$.

Proof.Consider the following ring epimorphism

$$
\begin{gathered}
\psi: \mathbb{Z}\left[X_{2}, \cdots, X_{p}\right] \rightarrow \mathbb{Z}[X] /\left((X-2) E_{p-1}(X)\right), \\
g\left(X_{2}, \cdots, X_{p}\right) \mapsto \overline{g\left(E_{1}(X), \cdots, E_{p-1}(X)\right)} .
\end{gathered}
$$

By (4.2) we have $\psi(I)=0$. This induces a ring epimorphism $\bar{\psi}$ from $\mathbb{Z}\left[X_{2}, \cdots, X_{p}\right] / I$ to $\mathbb{Z}[X] /\left((X-2) E_{p-1}(X)\right)$ such that the following diagram is commutative:

where $\pi$ is the canonical ring epimorphism. Define another ring morphism $\varphi$ from $\mathbb{Z}[X]$ to $\mathbb{Z}\left[X_{2}, \cdots, X_{p}\right] / I$ by $\varphi(f(X))=\overline{f\left(X_{2}\right)}$. By induction on $i$ one is able to check that $\overline{E_{i-1}\left(X_{2}\right)}=\overline{X_{i}}$ holds in $\mathbb{Z}\left[X_{2}, \cdots, X_{p}\right] / I$ for $i=2,3, \cdots, p$. Thus, $\varphi$ is surjective. In particular,

$$
\varphi\left((X-2) E_{p-1}(X)\right)=\overline{\left(X_{2}-2\right) E_{p-1}\left(X_{2}\right)}=\overline{\left(X_{2}-2\right) X_{p}}=0 .
$$

Hence $\varphi$ induces a ring epimorphism $\bar{\varphi}$ from $\mathbb{Z}[X] /\left((X-2) E_{p-1}(X)\right)$ to $\mathbb{Z}\left[X_{2}, \cdots, X_{p}\right] / I$ such that the following diagram is commutative:


Now it is straightforward to check that $\bar{\psi} \circ \bar{\varphi}=i d$ and $\bar{\varphi} \circ \bar{\psi}=i d$, as desired.

The almost split sequences of $\mathbb{k} G$-modules are useful to calculate dimensions of morphism spaces. We illustrate it here, although it is not closely related to the topic of this section. According to the notion of $\delta_{[M]}$, we have

$$
\delta_{\left[M_{i}\right]}= \begin{cases}2-\left[M_{2}\right], & i=1 ; \\ 2\left[M_{i}\right]-\left[M_{i+1}\right]-\left[M_{i-1}\right], & 1<i<p \\ {\left[M_{p}\right]-\left[M_{p-1}\right],} & i=p\end{cases}
$$

In particular, we have $\delta_{\left[M_{i}\right]}=\delta_{\left[M_{1}\right]}\left[M_{i}\right]$ for $1 \leq i<p$ and $\delta_{\left[M_{1}\right]}\left[M_{p}\right]=0$. This gives the following relation between the bases $\left\{\delta_{\left[M_{i}\right]} \mid 1 \leq i \leq p\right\}$ and $\left\{\left[M_{i}\right] \mid 1 \leq i \leq p\right\}$ of $r(\mathbb{k} G)$ :

$$
\left(\begin{array}{c}
\delta_{\left[M_{1}\right]} \\
\delta_{\left[M_{2}\right]} \\
\vdots \\
\delta_{\left[M_{p-1}\right]} \\
\delta_{\left[M_{p}\right]}
\end{array}\right)=\left(\begin{array}{ccccc}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1 \\
& & & -1 & 1
\end{array}\right)\left(\begin{array}{c}
{\left[M_{1}\right]} \\
{\left[M_{2}\right]} \\
\vdots \\
{\left[M_{p-1}\right]} \\
{\left[M_{p}\right]}
\end{array}\right)
$$

Note that

$$
\left(\begin{array}{ccccc}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2 & -1 \\
& & & -1 & 1
\end{array}\right)^{-1}=\left(\begin{array}{ccccc}
1 & 1 & \cdots & 1 & 1 \\
1 & 2 & \cdots & 2 & 2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 2 & \cdots & p-1 & p-1 \\
1 & 2 & \cdots & p-1 & p
\end{array}\right)
$$

whose $(i, j)$-entry is $\min \{i, j\}$. We have

$$
\left[M_{i}\right]=\sum_{j=1}^{p}\left(\left[M_{i}\right],\left[M_{j}\right]\right) \delta_{\left[M_{j}\right]}^{*}=\sum_{j=1}^{p} \operatorname{dim}_{\mathrm{k}} \operatorname{Hom}_{\mathrm{k} G}\left(M_{i}, M_{j}\right) \delta_{\left[M_{j}\right]}
$$

since the dual operator $*$ on $r\left(\mathbb{k}_{k} G\right)$ is the identity map. It follows that

$$
\operatorname{dim}_{\mathbb{k}} \operatorname{Hom}_{\mathbb{k} G}\left(M_{i}, M_{j}\right)=\min \{i, j\} .
$$

The Casimir operator $c$ of $r\left(\mathbb{k}_{k} G\right)$ is given by

$$
c(x)=\sum_{i=1}^{p}\left[M_{i}\right] x \delta_{\left[M_{i}\right]}^{*}=\sum_{i=1}^{p}\left[M_{i}\right] x \delta_{\left[M_{i}\right]}=x c(1) \text { for } x \in r(\mathbb{k} G)
$$

since $r(\mathbb{k} G)$ is commutative. To determine the Casimir number of $r(\mathbb{k} G)$, we need to describe the Casimir element $c(1)$ of $r(\mathbb{k} G)$.

Lemma 4.3.3 The Casimir element $c(1)=\left[M_{p}\right]+2 \sum_{i=1}^{p}(-1)^{i-1}(p-i)\left[M_{i}\right]$.

Proof.Firstly, it is straightforward to check (by Lemma 4.3.1) that

$$
\sum_{i=1}^{\frac{p-1}{2}}\left[M_{i}\right]^{2}=\sum_{i=1}^{\frac{p-1}{2}}\left(\frac{p+1}{2}-i\right)\left[M_{2 i-1}\right]=\sum_{i=\frac{p+1}{2}}^{p-1}\left[M_{i}\right]^{2}
$$

Using this equality we have:

$$
\begin{aligned}
c(1) & =\sum_{i=1}^{p}\left[M_{i}\right] \delta_{\left[M_{i}\right]}=\delta_{\left[M_{1}\right]} \sum_{i=1}^{p-1}\left[M_{i}\right]^{2}+\left[M_{p}\right]\left(\left[M_{p}\right]-\left[M_{p-1}\right]\right) \\
& =\left[M_{p}\right]+\delta_{\left[M_{1}\right]}\left(\sum_{i=1}^{\frac{p-1}{2}}\left[M_{i}\right]^{2}+\sum_{i=\frac{p+1}{2}}^{p-1}\left[M_{i}\right]^{2}\right) \\
& =\left[M_{p}\right]+2 \delta_{\left[M_{1}\right]} \sum_{i=1}^{\frac{p-1}{2}}\left[M_{i}\right]^{2} \\
& =\left[M_{p}\right]+2 \delta_{\left[M_{1}\right]} \sum_{i=1}^{\frac{p-1}{2}}\left(\frac{p+1}{2}-i\right)\left[M_{2 i-1}\right] \\
& =\left[M_{p}\right]+2\left(2-\left[M_{2}\right]\right) \sum_{i=1}^{\frac{p-1}{2}}\left(\frac{p+1}{2}-i\right)\left[M_{2 i-1}\right] \\
& =\left[M_{p}\right]+2 \sum_{i=1}^{\frac{p-1}{2}}\left(\frac{p+1}{2}-i\right)\left(2\left[M_{2 i-1}\right]-\left[M_{2 i}\right]-\left[M_{2 i-2}\right]\right) \\
& =\left[M_{p}\right]+2 \sum_{i=1}^{p}(-1)^{i-1}(p-i)\left[M_{i}\right] .
\end{aligned}
$$

The proof is completed.
Note that $\left\{\delta_{\left[M_{t}\right]} \mid t=1,2, \cdots, p\right\}$ and $\left\{\left[M_{t}\right] \mid t=1,2, \cdots, p\right\}$ form dual bases of $r\left(\mathbb{k}_{k} G\right)$. For any $x \in r(\mathbb{k} G), c(x)$ has the form $c(x)=\sum_{t=1}^{p}\left(\delta_{\left[M_{t}\right]}, c(x)\right)\left[M_{t}\right]$. Thus, the coefficient of $\left[M_{t}\right]$ in the linear expression of $c(x)$ is $\left(\delta_{\left[M_{t}\right]}, c(x)\right)$. Next, we need to compute $\left(\delta_{\left[M_{t}\right]}, c(x)\right)$ for $1 \leq t \leq p$.

Lemma 4.3.4 If $x=\sum_{j=1}^{p} \lambda_{j}\left[M_{j}\right]$, then $\left(\delta_{\left[M_{p}\right]}, c(x)\right)=\sum_{i=1}^{\frac{p+1}{2}}(2 i-1) \lambda_{2 i-1}$.

Proof.By Lemma 4.3.3 we have

$$
\begin{aligned}
c(x) & =c(1) x=\left(\left[M_{p}\right]+2 \sum_{i=1}^{p}(-1)^{i-1}(p-i)\left[M_{i}\right]\right) \sum_{j=1}^{p} \lambda_{j}\left[M_{j}\right] \\
& =\sum_{j=1}^{p} j \lambda_{j}\left[M_{p}\right]+2 \sum_{i, j=1}^{p}(-1)^{i-1}(p-i) \lambda_{j}\left[M_{i}\right]\left[M_{j}\right] \\
& =\sum_{j=1}^{p} j \lambda_{j}\left[M_{p}\right]+2 \sum_{i+j=p+1}^{2 p}(-1)^{i-1}(p-i)(i+j-p) \lambda_{j}\left[M_{p}\right]+\sum_{i=1}^{p-1} \mu_{i}\left[M_{i}\right],
\end{aligned}
$$

where the last equality follows from Lemma 4.3.1 (2) with some $\mu_{i} \in \mathbb{Z}$. Then

$$
\begin{aligned}
\left(\delta_{\left[M_{p}\right]}, c(x)\right) & =\sum_{j=1}^{p} j \lambda_{j}+2 \sum_{i+j=p+1}^{2 p}(-1)^{i-1}(p-i)(i+j-p) \lambda_{j} \\
& =\sum_{j=1}^{p} j \lambda_{j}+2 \sum_{j=1}^{p} \sum_{i=p+1-j}^{p}(-1)^{i-1}(p-i)(i+j-p) \lambda_{j} \\
& =\sum_{j=1}^{p} j \lambda_{j}+2 \sum_{j=1}^{p} \sum_{k=1}^{j}(-1)^{k-j}(j-k) k \lambda_{j} .
\end{aligned}
$$

Note that

$$
\sum_{k=1}^{j}(-1)^{k}(j-k) k= \begin{cases}0, & 2 \nmid j \\ -\frac{j}{2}, & 2 \mid j\end{cases}
$$

Thus,

$$
\left(\delta_{\left[M_{p}\right]}, c(x)\right)=\sum_{j=1}^{p} j \lambda_{j}-\sum_{2 \mid j, j=1}^{p} j \lambda_{j}=\sum_{2 \nmid j, j=1}^{p} j \lambda_{j}=\sum_{i=1}^{\frac{p+1}{2}}(2 i-1) \lambda_{2 i-1} .
$$

We have completed the proof.
To describe $\left(\delta_{\left[M_{t}\right]}, c(x)\right)$ for $1 \leq t \leq p-1$, we need some preparations. The left multiplication by $\left[M_{t}\right]$ with respect to the basis $\left\{\left[M_{1}\right],\left[M_{2}\right], \cdots,\left[M_{p}\right]\right\}$ corresponds to a matrix $\mathbf{M}_{t}$. That is,

$$
\left[M_{t}\right]\left(\begin{array}{c}
{\left[M_{1}\right]} \\
{\left[M_{2}\right]} \\
\vdots \\
{\left[M_{p}\right]}
\end{array}\right)=\mathbf{M}_{t}\left(\begin{array}{c}
{\left[M_{1}\right]} \\
{\left[M_{2}\right]} \\
\vdots \\
{\left[M_{p}\right]}
\end{array}\right) .
$$

If we denote by $\mathbf{E}_{i, j}$ the square matrix of order $p$ with $(i, j)$-entry 1, and 0 otherwise, then $\mathbf{M}_{t}$ can be written explicitly as follows:

$$
\begin{align*}
\mathbf{M}_{t} & =\mathbf{E}_{1, t}+\mathbf{E}_{2, t+1}+\mathbf{E}_{3, t+2}+\cdots+\mathbf{E}_{p-t, p-1} \\
& +\mathbf{E}_{2, t-1}+\mathbf{E}_{3, t}+\mathbf{E}_{4, t+1}+\cdots+\mathbf{E}_{p-t+1, p-2} \\
& +\mathbf{E}_{3, t-2}+\mathbf{E}_{4, t-1}+\mathbf{E}_{5, t}+\cdots+\mathbf{E}_{p-t+2, p-3} \\
& +\cdots  \tag{4.3}\\
& +\mathbf{E}_{t, 1}+\mathbf{E}_{t+1,2}+\mathbf{E}_{t+2,3}+\cdots+\mathbf{E}_{p-1, p-t} \\
& +t \mathbf{E}_{p, p}+(t-1) \mathbf{E}_{p-1, p}+(t-2) \mathbf{E}_{p-2, p}+\cdots+\mathbf{E}_{p-t+1, p} \\
& =\sum_{s=1}^{t} \sum_{r=1}^{p-t} \mathbf{E}_{s+r-1, t+r-s}+\sum_{s=1}^{t}(t+1-s) \mathbf{E}_{p-s+1, p} .
\end{align*}
$$

Lemma 4.3.5 If $x=\sum_{j=1}^{p} \lambda_{j}\left[M_{j}\right]$, then

$$
\left(\delta_{\left[M_{t}\right]}, c(x)\right)=2(p-t) \sum_{i=1}^{t}(-1)^{t+i} i \lambda_{i}+2 t \sum_{i=t+1}^{p-1}(-1)^{t+i}(p-i) \lambda_{i}
$$

for $1 \leq t \leq p-1$.

Proof.Let $\left[M_{i}\right]\left[M_{j}\right]=\sum_{t=1}^{p} N_{i j}^{t}\left[M_{t}\right]$ for $N_{i j}^{t} \in \mathbb{Z}$. For $1 \leq i, j, t \leq p-1$, the associativity of the form $(-,-)$ over $r(H)$ together with the commutativity of $r(\mathbb{k} G)$ shows that

$$
\begin{align*}
N_{i j}^{t} & =\left(\delta_{\left[M_{t}\right]},\left[M_{i}\right]\left[M_{j}\right]\right)=\left(\delta_{\left[M_{1}\right]}\left[M_{t}\right],\left[M_{i}\right]\left[M_{j}\right]\right) \\
& =\left(\delta_{\left[M_{1}\right]}\left[M_{j}\right],\left[M_{t}\right]\left[M_{i}\right]\right)=\left(\delta_{\left[M_{j}\right]},\left[M_{t}\right]\left[M_{i}\right]\right)  \tag{4.4}\\
& =N_{t i}^{j} .
\end{align*}
$$

Consequently, we have:

$$
\begin{aligned}
c(x) & =c(1) x=\left(\left[M_{p}\right]+2 \sum_{i=1}^{p}(-1)^{i-1}(p-i)\left[M_{i}\right]\right) \sum_{j=1}^{p} \lambda_{j}\left[M_{j}\right] \\
& =\mu_{1}\left[M_{p}\right]+2 \sum_{i, j=1}^{p-1}(-1)^{i-1}(p-i) \lambda_{j}\left[M_{i}\right]\left[M_{j}\right] \quad\left(\text { for some } \mu_{1} \in \mathbb{Z}\right) \\
& =\mu_{1}\left[M_{p}\right]+2 \sum_{i, j=1}^{p-1}(-1)^{i-1}(p-i) \lambda_{j} \sum_{t=1}^{p} N_{i j}^{t}\left[M_{t}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\mu_{2}\left[M_{p}\right]+2 \sum_{i, j, t=1}^{p-1}(-1)^{i-1}(p-i) \lambda_{j} N_{i j}^{t}\left[M_{t}\right] \\
& =\mu_{2}\left[M_{p}\right]+2 \sum_{i, j, t=1}^{p-1}(-1)^{i-1}(p-i) \lambda_{j} N_{t i}^{j}\left[M_{t}\right] \quad \text { by (4.4). }
\end{aligned}
$$

Thus,

$$
\left(\delta_{\left[M_{t}\right]}, c(x)\right)=2 \sum_{i, j=1}^{p-1}(-1)^{i-1}(p-i) \lambda_{j} N_{t i}^{j} \text { for } 1 \leq t \leq p-1
$$

Let $\widehat{\mathbf{M}}_{t}$ be the submatrix of $\mathbf{M}_{t}$ obtained by deleting the $p$-th column and row. By (4.3) we have $\widehat{\mathbf{M}}_{t}=\sum_{s=1}^{t} \sum_{r=1}^{p-t} \mathbf{E}_{s+r-1, t+r-s}$. The matrix $\widehat{\mathbf{M}}_{t}$ is symmetric and

$$
\begin{aligned}
\left(\delta_{\left[M_{t}\right]}, c(x)\right) & =2 \sum_{i, j=1}^{p-1}(-1)^{i-1}(p-i) \lambda_{j} N_{t i}^{j} \\
& =2\left(\begin{array}{llll}
\lambda_{1} & \lambda_{2} & \cdots & \lambda_{p-1}
\end{array}\right) \widehat{\mathbf{M}}_{t}\left(\begin{array}{c}
p-1 \\
-(p-2) \\
\vdots \\
(-1)^{p-2}
\end{array}\right) \\
& =2\left(\begin{array}{llll}
\lambda_{1} & \lambda_{2} & \cdots & \lambda_{p-1}
\end{array}\right) \sum_{s=1}^{t} \sum_{r=1}^{p-t} \mathbf{E}_{s+r-1, t+r-s}\left(\begin{array}{c}
p-1 \\
-(p-2) \\
\vdots \\
(-1)^{p-2}
\end{array}\right) \\
& =2 \sum_{s=1}^{t} \sum_{r=1}^{p-t}(-1)^{t+r-s-1}(p-t-r+s) \lambda_{s+r-1} \\
& =2(p-t) \sum_{i=1}^{t}(-1)^{t+i} i \lambda_{i}+2 t \sum_{i=t+1}^{p-1}(-1)^{t+i}(p-i) \lambda_{i} .
\end{aligned}
$$

We are done.
The Casimir number of $r(\mathbb{k} G)$ can be presented as follows:

Theorem 4.3.6 The Casimir number of $r(\mathbb{k} G)$ is $2 p^{2}$.

Proof.Let $x=\sum_{j=1}^{p} \lambda_{j}\left[M_{j}\right]$. Then $c(x)=\sum_{t=1}^{p}\left(\delta_{\left[M_{t}\right]}, c(x)\right)\left[M_{t}\right]$. If $c(x) \in \mathbb{Z}$, then
$\left(\delta_{\left[M_{t}\right]}, c(x)\right)=0$ for $t=2,3, \cdots, p$. However,

$$
\begin{equation*}
\left(\delta_{\left[M_{t}\right]}, c(x)\right)=2(p-t) \sum_{i=1}^{t}(-1)^{t+i} i \lambda_{i}+2 t \sum_{i=t+1}^{p-1}(-1)^{t+i}(p-i) \lambda_{i} \tag{4.5}
\end{equation*}
$$

for $t=2,3, \cdots, p-1$ (see Lemma 4.3.5), and

$$
\left(\delta_{\left[M_{p}\right]}, c(x)\right)=\sum_{i=1}^{\frac{p+1}{2}}(2 i-1) \lambda_{2 i-1}
$$

(see Lemma 4.3.4). This gives a system of equations with variables $\lambda_{1}, \cdots, \lambda_{p}$. Consider the following equations:

$$
\left\{\begin{array}{l}
\left(\delta_{\left[M_{p-1}\right]}, c(x)\right)=0 \\
\left(\delta_{\left[M_{p-2}\right]}, c(x)\right)=0
\end{array}\right.
$$

Using (4.5) it is not hard to see that $\lambda_{p-1}=0$. Similarly, the system of equations

$$
\left\{\begin{array}{l}
\left(\delta_{\left[M_{p-2}\right]}, c(x)\right)=0 \\
\left(\delta_{\left[M_{p-3}\right]}, c(x)\right)=0
\end{array}\right.
$$

together with $\lambda_{p-1}=0$ shows that $\lambda_{p-2}=0$. Repeating this argument we obtain that $\lambda_{p-1}=\lambda_{p-2}=\cdots=\lambda_{3}=0$. Now the system of equations

$$
\left\{\begin{array}{l}
\left(\delta_{\left[M_{2}\right]}, c(x)\right)=0 \\
\left(\delta_{\left[M_{p}\right]}, c(x)\right)=0
\end{array}\right.
$$

can be simplified as follows:

$$
\left\{\begin{array}{l}
-\lambda_{1}+2 \lambda_{2}=0 \\
\lambda_{1}+p \lambda_{p}=0
\end{array}\right.
$$

It follows that $\lambda_{1}=2 p \mu, \lambda_{2}=p \mu, \lambda_{p}=-2 \mu$ for $\mu \in \mathbb{Z}$. In this case,

$$
\begin{aligned}
\left(\delta_{\left[M_{1}\right]}, c(x)\right) & =2(p-1) \lambda_{1}+2 \sum_{i=2}^{p-1}(-1)^{1+i}(p-i) \lambda_{i} \\
& =2(p-1) \lambda_{1}-2(p-2) \lambda_{2} \\
& =2 p^{2} \mu
\end{aligned}
$$

We conclude that $\operatorname{Im} c \cap \mathbb{Z}=\left(2 p^{2}\right)$.

Since the Casimir number of $r(\mathbb{k} G)$ is $2 p^{2} \neq 0$, the Green $\operatorname{ring} r(\mathbb{k} G)$ is Jacobson semisimple. This is exactly a result of J.A. Green [33]. For the Green algebra $r(\mathbb{k} G) \otimes_{\mathbb{Z}}$ $K$, it follows from Theorem 4.2 .1 that $r(\mathbb{k} G) \otimes_{\mathbb{Z}} K$ is Jacobson semisimple if and only if the characteristic of $K$ is not equal to 2 or $p$. In the following, we use the factorization of the Dickson polynomials to determine the generators of the Jacobson radical of $r(\mathbb{k} G) \otimes_{\mathbb{Z}} K$, or equivalently, $K[X] /\left((X-2) E_{p-1}(X)\right)$ (see Proposition 4.3.2) in the cases where $K$ is of characteristic 2 or $p$.

Proposition 4.3.7 If the characteristic of $K$ is $p$, then the Jacobson radical of the Green algebra $K[X] /\left((X-2) E_{p-1}(X)\right)$ is a principal ideal generated by $\overline{X^{2}-4}$.

Proof. We have the decomposition $E_{p-1}(X)=(X-2)^{\frac{p-1}{2}}(X+2)^{\frac{p-1}{2}}$ in $K[X][13$, Theorem $3.1(2)]$. Thus, the polynomial $(X-2) E_{p-1}(X)$ has only two distinct prime factors $X-2$ and $X+2$. Since $K[X]$ is a principal ideal domain and every nonzero prime ideal is maximal, the Jacobson radical of $K[X] /\left((X-2) E_{p-1}(X)\right)$ is a principal ideal generated by $\overline{(X-2)(X+2)}$, which is the product of distinct prime factors of $(X-2) E_{p-1}(X)$.

Proposition 4.3.8 If the characteristic of $K$ is 2, then the Jacobson radical of the Green algebra $K[X] /\left((X-2) E_{p-1}(X)\right)$ is a principal ideal generated by

$$
\sum_{i=0}^{\left[\frac{p-1}{2}\right]}\binom{p-1-i}{i}(-1)^{i} \overline{X^{\frac{p+1}{2}-i}}
$$

Proof. Since the characteristic of $K$ is 2, we have the following isomorphism:

$$
K[X] /\left((X-2) E_{p-1}(X)\right) \cong K[X] /\left(X E_{p-1}(X)\right)
$$

The Dickson polynomial $E_{p-1}(X)$ in $K[X]$ can be written as

$$
E_{p-1}(X)=\sum_{i=0}^{\left[\frac{p-1}{2}\right]}\binom{p-1-i}{i}(-1)^{i} X^{p-1-2 i}=(f(X))^{2}
$$

where

$$
f(X)=\sum_{i=0}^{\left[\frac{p-1}{2}\right]}\binom{p-1-i}{i}(-1)^{i} X^{\frac{p-1}{2}-i}
$$

and it has no multiple factors in $K[X]$, see $[9$, Theorem 6]. It follows that the Jacobson radical of $K[X] /\left(X E_{p-1}(X)\right)$ is a principal ideal generated by $\overline{X f(X)}$. We have completed the proof.

# Chapter 5 The Casimir numbers of fusion categories 

Let $\mathcal{C}$ be a fusion category over an algebraically closed field $\mathbb{k}$ of arbitrary characteristic. The Casimir number and another two numerical invariants of $\mathcal{C}$ are considered in this chapter. These numerical invariants are all positive integers and admit the property that the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ over any field $K$ is semisimple if and only if any of these numbers is not zero in $K$. This means that all these numbers have the same prime factors. If moreover $\mathcal{C}$ is pivotal, one obtains a criterion that $\mathcal{C}$ is non-degenerate if and only if any one of these numbers is not zero in $\mathbb{k}$. For the case that $\mathcal{C}$ is a spherical fusion category over the field $\mathbb{C}$ of complex numbers, these numbers and the Frobenius-Schur exponent of $\mathcal{C}$ all share the same prime factors. This may be thought of as another statement of the Cauchy theorem for spherical fusion categories.

## §5.1 Introduction

A fusion category $\mathcal{C}$ over a field $\mathbb{k}$ is called non-degenerate if the global dimension $\operatorname{dim}(\mathcal{C})$ of $\mathcal{C}$ is not zero in $\mathbb{k}$. Since $\operatorname{dim}(\mathcal{C})$ is automatically not zero in a field $\mathbb{k}$ of characteristic zero, this notation is only considered in a field $\mathbb{k}$ of positive characteristic. A crucial property of non-degenerate fusion categories is that they can be lifted to the case of characteristic zero (see e.g. [29, Section 9]). It is interesting to know when a fusion category over a field of positive characteristic is non-degenerate. Ostrik stated that a spherical fusion category $\mathcal{C}$ over a field $\mathbb{k}$ is non-degenerated, if the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} \mathbb{k}$ is semisimple (see [54, Proposition 2.9]). It has been proved by Shimizu that a pivotal fusion category $\mathcal{C}$ over an algebraically closed field $\mathbb{k}$ is nondegenerate if and only if its Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} \mathbb{k}$ is semisimple (see [60, Theorem 6.5]).

In this chapter we first pay attention to the question when the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} \mathbb{k}$ is semisimple for any fusion category $\mathcal{C}$ over an algebraically closed
field $\mathbb{k}$. To solve this question, in Section 5.2 we associate any fusion category $\mathcal{C}$ with three positive integers: $m_{\mathcal{C}}, n_{\mathcal{C}}$ and $d_{\mathcal{C}}$, where the first one is the Casimir number of $\mathcal{C}$ and the last one is the determinant of the matrix of left multiplication by $\sum_{i \in I} X_{i} X_{i^{*}}$ with respect to the basis $\left\{X_{i}\right\}_{i \in I}$ of $\operatorname{Gr}(\mathcal{C})$. These numbers provide a semisimplicity criterion on Grothendieck algebras, namely, the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ over any field $K$ is semisimple if and only if any one of these numbers is not zero in $K$. This leads to a result that the three numbers $m_{\mathcal{C}}, n_{\mathcal{C}}$ and $d_{\mathcal{C}}$ have the same prime factors. The semisimplicity criterion for Grothendieck algebras together with Shimizu's work [60, Theorem 6.5] gives a criterion for a pivotal fusion category to be non-degenerate. That is, a pivotal fusion category $\mathcal{C}$ over a field $\mathbb{k}$ is non-degenerate if and only if one of the numbers $m_{\mathcal{C}}, n_{\mathcal{C}}$ and $d_{\mathcal{C}}$ is not zero in $\mathbb{k}$.

The Casimir number of a special kind of Verlinde modular category $\mathcal{C}$ of rank $n+1$ is calculated to be $2 n+4$ in Section 5.3. It follows that the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ over a field $K$ is semisimple if and only if $2 n+4$ is a unit in $K$. This is equivalent to saying that the $(n+1)$-th Dickson polynomial $E_{n+1}(X)$ of the second kind has no multiple factors in $K[X]$. If $2 n+4$ is zero in $K$, we use the factorizations of Dickson polynomials to describe the Jacobson radical of $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ explicitly

As these numbers $m_{\mathcal{C}}, n_{\mathcal{C}}$ and $d_{\mathcal{C}}$ have the same prime factors, in Section 5.4 we only focus on the Casimir number $m_{\mathcal{C}}$ of a fusion category $\mathcal{C}$. We give some results concerning prime factors of the Casimir number of representation categories of semisimple Hopf algebras. In particular, for a semisimple and cosemisimple Hopf algebra $H$, we show that the Casimir number of the representation category of the Drinfeld double $D(H)$ shares the same prime factors with those of $\operatorname{dim}_{\mathrm{k}} H$. We also reveal a relationship between the Casimir number $m_{\mathcal{C}}$ of a fusion category $\mathcal{C}$ and the Casimir number $m_{\tilde{\mathcal{C}}}$ of the pivotalization $\widetilde{\mathcal{C}}$ of $\mathcal{C}$. We show that the former is a factor of the latter. This gives a result that any non-degenerate fusion category over a field $\mathbb{k}_{\mathrm{k}}$ has a nonzero Casimir number in $\mathbb{k}$. However, the converse is not known to be true.

The Frobenius-Schur exponent of a spherical fusion category $\mathcal{C}$ has been defined in [51, Definition 5.1] as a minimal positive integer satisfying certain properties. In the case that the ground field is the field $\mathbb{C}$ of complex numbers, the Cauchy theorem for spherical fusion categories asserts that the prime ideals dividing the global dimension
$\operatorname{dim}(\mathcal{C})$ and those dividing the Frobenius-Schur exponent of $\mathcal{C}$ are the same in the ring of algebraic integers [10, Theorem 3.9]. We prove in Section 5.5 that the Casimir number and the Frobenius-Schur exponent of $\mathcal{C}$ have the same prime factors, which may be considered as another statement of the Cauchy theorem for spherical fusion categories.

## §5.2 Numerical invariants

In this section, all fusion categories are defined over an algebraically closed field $\mathbb{k}$ of arbitrary characteristic. We first introduce some numerical invariants of a fusion category $\mathcal{C}$, and then use them to describe when the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ over any field $K$ is semisimple.

Let $\mathcal{C}$ be a fusion category over $\mathbb{k}$ and $\left\{X_{i}\right\}_{i \in I}$ the set of isomorphism classes of simple objects of $\mathcal{C}$. The Grothendieck ring $\operatorname{Gr}(\mathcal{C})$ of $\mathcal{C}$ is an associative unital ring with a multiplication induced by the tensor product on $\mathcal{C}$, namely,

$$
X_{i} X_{j}:=\left[X_{i} \otimes X_{j}\right]=\sum_{k \in I} N_{i j}^{k} X_{k},
$$

where $N_{i j}^{k}$, called the fusion coefficient of $\operatorname{Gr}(\mathcal{C})$, is the multiplicity of $X_{k}$ in the JordanHölder series of $X_{i} \otimes X_{j}$. The duality functor $*$ of $\mathcal{C}$ induces an involution on $\operatorname{Gr}(\mathcal{C})$, namely, $\left(X_{i} X_{j}\right)^{*}=X_{j}^{*} X_{i}^{*}$ and $\left(X_{i}\right)^{* *}=X_{i}$ for $i, j \in I$. We write $\left(X_{i}\right)^{*}=X_{i^{*}}$ for convenience. In view of this, the duality functor $*$ induces a permutation on the index set $I$.

There is an associative symmetric and non-degenerate $\mathbb{Z}$-bilinear form $(-,-)$ on $\operatorname{Gr}(\mathcal{C})$ defined by

$$
\left(X_{i}, X_{j}\right)=\operatorname{dim}_{\mathfrak{k}} \operatorname{Hom}\left(X_{i}, X_{j}^{*}\right)=\delta_{i, j^{*}},
$$

where $\delta_{i, j^{*}}$ is the Kronecker symbol. This form is also $*$-invariant, namely, $\left(X_{i}, X_{j}\right)=$ $\left(X_{i}^{*}, X_{j}^{*}\right)$ for all $i, j \in I$. Thus, $\operatorname{Gr}(\mathcal{C})$ is a symmetric $*$-algebra over $\mathbb{Z}$. The pair of dual bases with respect to the form $(-,-)$ is the set $\left\{X_{i}, X_{i^{*}}\right\}_{i \in I}$ satisfying the following equality:

$$
\sum_{i \in I} X_{i} \otimes X_{i^{*}}=\sum_{i \in I} X_{i^{*}} \otimes X_{i} .
$$

Note that $N_{i j}^{k}=\left(X_{i} X_{j}, X_{k^{*}}\right)$ hold for all $i, j, k \in I$. It follows from

$$
\left(X_{i} X_{j}, X_{k^{*}}\right)=\left(X_{i^{*}} X_{k}, X_{j^{*}}\right)=\left(X_{k} X_{j^{*}}, X_{i^{*}}\right)
$$

that $N_{i j}^{k}=N_{i^{*} k}^{j}=N_{k j^{*}}^{i}$. Using this equality one is able to check that

$$
\begin{align*}
\sum_{i \in I} X_{j} X_{i} \otimes X_{i^{*}} & =\sum_{i \in I} X_{i} \otimes X_{i^{*}} X_{j},  \tag{5.1}\\
\sum_{i \in I} X_{i} X_{j} \otimes X_{i^{*}} & =\sum_{i \in I} X_{i} \otimes X_{j} X_{i^{*}} \tag{5.2}
\end{align*}
$$

Recall that the Casimir operator (see e.g. [47, Section 3.1]) of the Grothendieck ring $\operatorname{Gr}(\mathcal{C})$ is the map $c$ from $\operatorname{Gr}(\mathcal{C})$ to its center $Z(\operatorname{Gr}(\mathcal{C}))$ given by

$$
c(a)=\sum_{i \in I} X_{i} a X_{i^{*}} \text { for } a \in \operatorname{Gr}(\mathcal{C})
$$

The element $c(1)=\sum_{i \in I} X_{i} X_{i^{*}}$, depending on $(-,-)$ only up to a central unit of $\operatorname{Gr}(\mathcal{C})$ (see [47, Section 1.2.5]), is called the Casimir element of $\operatorname{Gr}(\mathcal{C})$. It is well known that the image $\operatorname{Im} c$ of $c$ is an ideal of $Z(\operatorname{Gr}(\mathcal{C}))$ and is called the Higman ideal of $\operatorname{Gr}(\mathcal{C})$.

The element $c(1)=\sum_{i \in I} X_{i} X_{i^{*}}$, as an element in $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} \mathbb{Q}$, is central invertible (see the proof of [28, Lemma 9.3.10]), hence there exists a unique central invertible element $b$ in $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} \mathbb{Q}$ such that $c(1) b=1$. Suppose $b=\sum_{i \in I} \frac{m_{i}}{n_{i}} X_{i}$, where $m_{i}$ and $n_{i}$ form a pair of coprime integers for each $i \in I$. Denote by $n_{\mathcal{C}}>0$ the least common multiple of $n_{i}$ for all $i \in I$. Then $b n_{\mathcal{C}} \in \operatorname{Gr}(\mathcal{C})$ and $n_{\mathcal{C}}=c(1) b n_{\mathcal{C}}=c\left(b n_{\mathcal{C}}\right)$. This means that $n_{\mathcal{C}} \in \mathbb{Z} \cap \operatorname{Im} c$, and hence $\mathbb{Z} \cap \operatorname{Im} c \neq\{0\}$.

Since the intersection $\mathbb{Z} \cap \operatorname{Imc}$ is a nonzero principle ideal of $\mathbb{Z}$, the positive generator of $\mathbb{Z} \cap \operatorname{Imc}$ (denoted by $m_{\mathcal{C}}$ ) is called the Casimir number of $\mathcal{C}$. Namely, $\mathbb{Z} \cap \operatorname{Im} c=\left(m_{\mathcal{C}}\right)$ for $m_{\mathcal{C}}>0$. The element $a$ satisfying $c(a)=m_{\mathcal{C}}$ is not unique in general. It is easy to see that the element $a$ satisfying $c(a)=m_{\mathcal{C}}$ is unique if and only if the map $c$ is injective, if and only if $\operatorname{Gr}(\mathcal{C})$ is commutative. The Casimir number $m_{\mathcal{C}}$ always divides the number $n_{\mathcal{C}}$ since we have seen that $n_{\mathcal{C}} \in \mathbb{Z} \cap \operatorname{Imc}$. If $\operatorname{Gr}(\mathcal{C})$ is commutative, we have $m_{\mathcal{C}}=n_{\mathcal{C}}$.

Observe that the matrix $[c(1)]$ of left multiplication by $c(1)$ with respect to the basis $\left\{X_{i}\right\}_{i \in I}$ of $\operatorname{Gr}(\mathcal{C})$ is a positive definite integer matrix (see [47, Proposition 8]). It follows that the determinant $d_{\mathcal{C}}:=\operatorname{det}[c(1)]$, called the determinant of $\mathcal{C}$, is always a positive integer.

Remark 5.2.1 (1) If two fusion categories are monoidally equivalent under a monoidal functor, then this functor induces an isomorphism preserving fusion coefficients
between the Grothendieck rings of fusion categories. Thus, equivalent fusion categories lead to the same Casimir numbers and the same determinants.
(2) Let $H_{1}$ and $H_{2}$ be two finite dimensional semisimple Hopf algebras over $\mathbb{k}$. If $H_{1}$ and $H_{2}$ are twisted of each other in the sense that $H_{1}=H_{2}$ as algebras and $H_{2}=\left(H_{1}\right)_{\Omega}$ for some 2-pseudo-cocycle $\Omega$, then the Grothendieck rings $\operatorname{Gr}\left(H_{1}\right)$ and $\operatorname{Gr}\left(\mathrm{H}_{2}\right)$ share the same fusion coefficients (see [53, Theorem 4.1]). It turns out that the Casimir number or the determinant of representation category of $H_{1}$ is the same as that of $\mathrm{H}_{2}$. In other words, the Casimir number or the determinant of representation category of a semisimple Hopf algebra is stable under twisting.
(3) The notation of the Casimir number of a fusion category defined here is indeed a special case of the notation of Casimir number defined over a representation category of a finite dimensional Hopf algebra, see Section 4.2.

Proposition 5.2.2 Let $\mathcal{C}$ be a fusion category over $\mathbb{k}$. For any field $K$, the following statements are equivalent:
(1) The determinant $d_{\mathcal{C}} \neq 0$ in $K$.
(2) The number $n_{\mathcal{C}} \neq 0$ in $K$.
(3) The Casimir number $m_{\mathcal{C}} \neq 0$ in $K$.
(4) The Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ is semisimple.

Proof. $(1) \Rightarrow(2)$ : Let $c(1)=\sum_{i \in I} X_{i} X_{i^{*}}$ denote the Casimir element of $\operatorname{Gr}(\mathcal{C})$. Suppose the characteristic polynomial of the integer matrix $[c(1)]$ is

$$
f(x)=x^{n}+\alpha_{1} x^{n-1}+\cdots+\alpha_{n-1} x+\alpha_{n},
$$

where $n$ is the cardinality of $I$. Then $f(x) \in \mathbb{Z}[x]$ and $\alpha_{n}= \pm d_{\mathcal{C}}$. By the CayleyHamilton's theorem, the operator of left multiplication by $c(1)$ satisfies that

$$
0=f(c(1))=c(1)\left(c(1)^{n-1}+\alpha_{1} c(1)^{n-2}+\cdots+\alpha_{n-1}\right)+\alpha_{n}=c(1) a+\alpha_{n}
$$

where $a=c(1)^{n-1}+\alpha_{1} c(1)^{n-2}+\cdots+\alpha_{n-1}$. Thus, $c(1) a=-\alpha_{n}=\mp d_{\mathcal{C}} \in \mathbb{Z}$. By the definition of $n_{\mathcal{C}}$, we have $n_{\mathcal{C}} \mid d_{\mathcal{C}}$. Now $d_{\mathcal{C}} \neq 0$ in $K$ implies that $n_{\mathcal{C}} \neq 0$ in $K$.
$(2) \Rightarrow(3):$ It follows from $m_{\mathcal{C}} \mid n_{\mathcal{C}}$.
$(3) \Rightarrow(4):$ Note that there exists some $a \in \operatorname{Gr}(\mathcal{C})$ such that $\sum_{i \in I} X_{i} a X_{i^{*}}=m_{\mathcal{C}}$. Denote by $A:=\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ and consider $\sum_{i \in I} X_{i} \frac{a}{m_{\mathcal{C}}} \otimes X_{i^{*}} \in A \otimes A$. Obviously,

$$
\sum_{i \in I} X_{i} \frac{a}{m_{\mathcal{C}}} X_{i^{*}}=1 \text { and } \sum_{i \in I} b X_{i} \frac{a}{m_{\mathcal{C}}} \otimes X_{i^{*}}=\sum_{i \in I} X_{i} \frac{a}{m_{\mathcal{C}}} \otimes X_{i^{*}} b
$$

holds for any $b \in A$, see (5.1). Thus, $\sum_{i \in I} X_{i} \frac{a}{m_{\mathcal{C}}} \otimes X_{i^{*}}$ is a separable idempotent of $A$, and hence $A$ is a separable $K$-algebra. It is well known that any separable $K$-algebra is a semisimple $K$-algebra (see e.g., [11]).
$(4) \Rightarrow(1)$ : Let $\operatorname{Tr}(a)$ be the trace of the operator of left multiplication by $a \in A$. Since $A$ is semisimple, the bilinear form $\langle a, b\rangle=\operatorname{Tr}(a b)$ on $A$ is non-degenerate. This implies that the matrix $\left[a_{i j}\right]$ for $a_{i j}=\left\langle X_{i}, X_{j}\right\rangle$ is an invertible matrix in $K$. Let $c_{i j}$ be the $(i, j)$-entry of $[c(1)]$. Then

$$
\begin{aligned}
c_{i j} & =\left(\sum_{k \in I} X_{k} X_{k^{*}} X_{i}, X_{j^{*}}\right)=\sum_{k \in I}\left(X_{i} X_{j^{*}} X_{k}, X_{k^{*}}\right) \\
& =\sum_{k, s \in I}\left(N_{i j^{*}}^{s} X_{s} X_{k}, X_{k^{*}}\right)=\sum_{k, s \in I} N_{i j^{*}}^{s}\left(X_{s} X_{k}, X_{k^{*}}\right) \\
& =\sum_{k, s \in I} N_{i j^{*}}^{s} N_{s k}^{k}=\sum_{s \in I} N_{i j^{*}}^{s} \operatorname{Tr}\left(X_{s}\right) \\
& =\operatorname{Tr}\left(\sum_{s \in I} N_{i j^{*}}^{s} X_{s}\right)=\operatorname{Tr}\left(X_{i} X_{j^{*}}\right) \\
& =a_{i j^{*}} .
\end{aligned}
$$

That is, the matrix $[c(1)]$ differs from the matrix $\left[a_{i j}\right]$ only by permutations of columns. It follows that $[c(1)]$ is an invertible matrix in $K$ and $\operatorname{det}[c(1)]=d_{\mathcal{C}} \neq 0$ in $K$.

Remark 5.2.3 (1) The proof of $(4) \Rightarrow(1)$ in Proposition 5.2.2 comes from the proof of [54, Proposition 2.9]. From this proof one is able to see that $d_{\mathcal{C}}= \pm \operatorname{det}\left[a_{i j}\right]$, where $a_{i j}=\operatorname{Tr}\left(X_{i} X_{j}\right)$ for $i, j \in I$.
(2) The result that $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ is semisimple if and only if $m_{\mathcal{C}} \neq 0$ in $K$ is essentially the Higman's theorem applied to the Frobenius algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ (see [38, Theorem

1] or [47, Proposition 6]). This result can also be deduced directly from Theorem 4.2.1.
(3) Any one of the statements of Proposition 5.2.2 is equivalent to the result that $c(1)=\sum_{i \in I} X_{i} X_{i^{*}}$ is invertible in $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ (see [63, Theorem 3.8]).

It can be seen from the proof of $(1) \Rightarrow(2)$ in Proposition 5.2.2 that $n_{\mathcal{C}} \mid d_{\mathcal{C}}$. Together with $m_{\mathcal{C}} \mid n_{\mathcal{C}}$ we may see that $m_{\mathcal{C}} \mid n_{\mathcal{C}}$ and $n_{\mathcal{C}} \mid d_{\mathcal{C}}$. Moreover, if the field $K$ is of characteristic $p$, it follows from Proposition 5.2.2 that $p \nmid d_{\mathcal{C}}$ if and only if $p \nmid n_{\mathcal{C}}$, if and only if $p \nmid m_{\mathcal{C}}$. This gives the following relationship among the numbers $m_{\mathcal{C}}, n_{\mathcal{C}}$ and $d_{\mathcal{C}}$ :

Theorem 5.2.4 The Casimir number $m_{\mathcal{C}}$, the number $n_{\mathcal{C}}$ and the determinant $d_{\mathcal{C}}$ of a fusion category $\mathcal{C}$ have the same prime factors.

Recall from [60, Theorem 6.5] that a pivotal fusion category $\mathcal{C}$ over a field $\mathbb{k}$ is non-degenerate (i.e., the global dimension $\operatorname{dim}(\mathcal{C})$ of $\mathcal{C}$ is not zero in $\mathbb{k}$ ) if and only if its Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} \mathbb{k}$ is semisimple. This result together with Proposition 5.2.2 gives a criterion for non-degenerate pivotal fusion categories:

Proposition 5.2.5 A pivotal fusion category $\mathcal{C}$ over a field $\mathbb{k}$ is non-degenerate if and only if any one of these numbers $m_{\mathcal{C}}, n_{\mathcal{C}}$ and $d_{\mathcal{C}}$ is not zero in $\mathbb{k}$.

The rest of this section provides some fusion categories whose determinants or Casimir numbers can be explicitly described.

Example 5.2.6 Let $\mathcal{C}$ be a pointed fusion category over a field $\mathfrak{k}$. The Grothendieck ring of $\mathcal{C}$ is the group ring $\mathbb{Z} G$ for a finite group $G$. The Casimir number of $\mathcal{C}$ is the order $|G|$ of $G$ and the determinant of $\mathcal{C}$ is $|G|^{|G|}$. It follows from Proposition 5.2.2 that for any field $K$, the $K$-algebra $K G=\mathbb{Z} G \otimes_{\mathbb{Z}} K$ is semisimple if and only if $|G| \neq 0$ in K. This is the Maschke's theorem for group algebras.

Example 5.2.7 Let $\mathcal{C}$ be a modular category over a field $\mathfrak{k}$ with isomorphism classes of simple objects $\left\{X_{i}\right\}_{i \in I}$. That is, $\mathcal{C}$ is a spherical fusion category with a braiding $c$ such that the $S$-matrix $S=\left[s_{i j}\right]$ is invertible in $\mathbb{k}$, where $s_{i j}=\operatorname{Tr}\left(c_{X_{j} X_{i}} \circ c_{X_{i} X_{j}}\right)$ (see
e.g. [28, Section 8.14]). Note that $\operatorname{dim}\left(X_{i}\right) \neq 0$ in $\mathbb{k}$ for any $i \in I$ (see [28, Proposition 4.8.4]). For any $i \in I$, the map

$$
h_{i}: X_{j} \mapsto \frac{s_{i j}}{\operatorname{dim}\left(X_{i}\right)} \text { for } j \in I
$$

defines a homomorphism from $\operatorname{Gr}(\mathcal{C})$ to $\mathbb{k}$. In other words, $\left\{h_{i}\left(X_{j}\right)\right\}_{i \in I}$ forms all eigenvalues of the matrix $\left[X_{j}\right]$ of left multiplication by $X_{j}$ with respect to the basis $\left\{X_{i}\right\}_{i \in I}$ of $\operatorname{Gr}(\mathcal{C})$. Note that all eigenvalues of the matrix $[c(1)]$ are $h_{i}(c(1))$ for $i \in I$. Moreover,

$$
h_{i}(c(1))=h_{i}\left(\sum_{j \in I} X_{j} X_{j^{*}}\right)=\sum_{j \in I} h_{i}\left(X_{j}\right) h_{i}\left(X_{j^{*}}\right)=\sum_{j \in I} \frac{s_{i j} s_{i j^{*}}}{\operatorname{dim}\left(X_{i}\right)^{2}}=\frac{\operatorname{dim}(\mathcal{C})}{\operatorname{dim}\left(X_{i}\right)^{2}},
$$

where the last equality follows from [28, Proposition 8.14.2]. It follows that

$$
d_{\mathcal{C}}=\prod_{i \in I} h_{i}(c(1))=\frac{(\operatorname{dim} \mathcal{C})^{n}}{\prod_{i \in I} \operatorname{dim}\left(X_{i}\right)^{2}},
$$

where $n$ is the cardinality of $I$.
Example 5.2.8 Recall from [61] that the near-group category $\mathcal{C}$ is a rigid fusion category whose simple objects except for one are invertible. Let $G$ be the group of isomorphism classes of invertible objects in $\mathcal{C}$ and $X$ the isomorphism class of the remaining non-invertible simple object. The Grothendieck ring $\operatorname{Gr}(\mathcal{C})$ of $\mathcal{C}$ obey the following multiplication rule:

$$
g \cdot h=g h, g \cdot X=X \cdot g=X, \quad X^{2}=\sum_{g \in G} g+\rho X,
$$

where $g, h \in G$ and $\rho$ is a positive integer. The matrix $[c(1)]$ of left multiplication by $c(1)$ with respect to the basis $G \cup\{X\}$ of $G r(\mathcal{C})$ can be written explicitly as follows (see [67, Example 3.3]):

$$
[c(1)]=\left[\begin{array}{cc}
M & \mathbf{u} \\
\mathbf{u}^{t} & \rho^{2}+2|G|
\end{array}\right]
$$

where $M$ is a square matrix of size $|G|$ whose diagonal elements are all $|G|+1$ and off-diagonal elements are all $1, \mathbf{u}$ is a column vector of size $|G|$ whose elements are all $\rho$. It is easy to compute that

$$
d_{\mathcal{C}}=\operatorname{det}[c(1)]=\left(4|G|+\rho^{2}\right)|G|^{|G|} .
$$

Note that the Casimir number of $\mathcal{C}$ is a minimal positive integer $m_{\mathcal{C}}$ such that

$$
\sum_{g \in G} g a g^{-1}+X a X=m_{\mathcal{C}} \text { for some } a \in \operatorname{Gr}(\mathcal{C})
$$

Accordingly, the Casimir number $m_{\mathcal{C}}$ and the associated $a \in \operatorname{Gr}(\mathcal{C})$ can be determined separately as follows:
Case 1: If $\rho$ is odd, then $a=\left(4|G|+\rho^{2}\right)-2 \sum_{g \in G} g-\rho X$ and $m_{\mathcal{C}}=\left(4|G|+\rho^{2}\right)|G|$.
Case 2: If $\rho$ is even, then $a=\frac{1}{2}\left(4|G|+\rho^{2}\right)-\sum_{g \in G} g-\frac{\rho}{2} X$ and $m_{\mathcal{C}}=\frac{1}{2}\left(4|G|+\rho^{2}\right)|G|$.
We see that $m_{\mathcal{C}}$ and $d_{\mathcal{C}}$ have the same prime factors for both cases (1) and (2).

## §5.3 The Casimir numbers of Verlinde modular categories

In this section, we consider the Casimir number of a Verlinde modular category $\mathcal{C}$ of rank $n+1$ introduced in [28], see also [5]. By heavy computation, we will find that the Casimir number of $\mathcal{C}$ is $2 n+4$. It will be shown that the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ considered here is isomorphic to the quotient algebra $K[X] /\left(E_{n+1}(X)\right)$, where $E_{n+1}(X)$ is the ( $n+1$ )-th Dickson polynomial of the second kind. This leads to a byproduct that $E_{n+1}(X)$ has no multiple factors in $K[X]$ if and only if $2 n+4$ is a unit in $K$, although the factorizations of $E_{n+1}(X)$ have been carried out using much lengthier methods [15], see also [9]. In the case when $2 n+4$ is zero in $K$, we use the factorizations of Dickson polynomials to describe the Jacobson radical of $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ explicitly.

Let $\mathfrak{g}$ be a simple complex Lie algebra, $n$ a positive integer and $q=e^{\frac{\pi i}{n+2}}$ a complex number. The Verlinde modular category $\mathcal{C}(\mathfrak{g}, q)$ associative with the pair $(\mathfrak{g}, q)$ is "semisimple part" of the representation category of the associated Lusztig quantum group $U_{q}^{L}(\mathfrak{g})$, more precisely, the quotient of the subcategory of tilting modules by the subcategory of negligible modules (see [28, Section 8.12.2]).

In the following we only consider the case $\mathfrak{g}=\mathfrak{s l}_{2}$ and denote the Verlinde modular category $\mathcal{C}\left(\mathfrak{s l}_{2}, q\right)$ by $\mathcal{C}_{n}(q)$. The simple objects of $\mathcal{C}_{n}(q)$ are $X_{0}, X_{1}, \cdots, X_{n}$, the irreducible representations of the Lusztig quantum group $\mathfrak{u}_{q}\left(\mathfrak{s l}_{2}\right)$ (i.e., simple comodules for the quantum function algebra $O_{q}\left(S L_{2}\right)$ with highest weights $\left.0,1, \cdots, n\right)$. The tensor product in $\mathcal{C}_{n}(q)$ is the truncation of the usual tensor product in representation category of $\mathfrak{u}_{q}\left(\mathfrak{s l}_{2}\right)$, namely, the usual tensor product $X_{i} \otimes X_{j}$ modulo a certain
"negligible" part of $X_{i} \otimes X_{j}$. For instance, $\mathcal{C}_{1}(q)=\operatorname{Vec}_{\mathbb{Z} / 2 \mathbb{Z}}^{\omega}$ (where $\omega$ is the nontrivial 3 -cocycle), $\mathcal{C}_{2}(q)$ is one of the well-known Ising model categories [25, Appendix B].

The Grothendieck ring $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ of $\mathcal{C}_{n}(q)$ is the truncated Verlinde ring given in [28, Example 4.10.6] whose multiplication rule is

$$
\begin{equation*}
X_{i} X_{j}=\sum_{l=\max \{i+j-n, 0\}}^{\min \{i, j\}} X_{i+j-2 l} . \tag{5.3}
\end{equation*}
$$

This Grothendieck ring is a symmetric Frobenius algebra over $\mathbb{Z}$ with the bilinear form defined by $\left(X_{i}, X_{j}\right)=\delta_{i j}$. Thus, $\left\{X_{i}, X_{i} \mid 0 \leq i \leq n\right\}$ forms a pair of dual bases of $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ with respect to the bilinear form $(-,-)$.

The Casimir operator of $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ is the map $c$ from $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ to its center given by

$$
c(x)=\sum_{i=0}^{n} X_{i} x X_{i} \text { for } x \in \operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)
$$

Since $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ is commutative, we have $c(x)=c(1) x$, where $c(1)=\sum_{i=0}^{n} X_{i}^{2}$, which is the Casimir element of $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$. The Casimir number of $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ is the nonnegative integer $m$ satisfying $\mathbb{Z} \cap \operatorname{Im} c=(m)$. This number is a category invariant of $\mathcal{C}_{n}(q)$, so is also called the Casimir number of the category $\mathcal{C}_{n}(q)$. We shall see that the Casimir number of $\mathcal{C}_{n}(q)$ can be used to detect when the Grothendieck algebra $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right) \otimes_{\mathbb{Z}} K$ over a field $K$ is semisimple.

In the following, we shall calculate the Casimir number of $\mathcal{C}_{n}(q)$. Firstly, the Casimir element $c(1)$ of $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ can be described as follows.

Lemma 5.3.1 We have $c(1)=\sum_{j=0}^{\left[\frac{n}{2}\right]}(n+1-2 j) X_{2 j}$.

Proof.A direct calculation shows that

$$
\begin{aligned}
c(1) & =\sum_{j=0}^{\left[\frac{n}{2}\right]} X_{j}^{2}+\sum_{j=\left[\frac{n}{2}\right]+1}^{n} X_{j}^{2} \\
& =\sum_{j=0}^{\left[\frac{n}{2}\right]} \sum_{l=0}^{j} X_{2 j-2 l}+\sum_{j=\left[\frac{n}{2}\right]+1}^{n} \sum_{l=2 j-n}^{j} X_{2 j-2 l} \quad \text { by (5.3) }
\end{aligned}
$$

$$
\begin{aligned}
& = \begin{cases}2\left(X_{0}+\left(X_{0}+X_{2}\right)+\cdots+\left(X_{0}+X_{2}+\cdots+X_{n-2}\right)\right) & \\
+\left(X_{0}+X_{2}+\cdots+X_{n}\right), & 2 \mid n \\
2\left(X_{0}+\left(X_{0}+X_{2}\right)+\cdots+\left(X_{0}+X_{2}+\cdots+X_{n-1}\right)\right), & 2 \nmid n\end{cases} \\
& =\sum_{j=0}^{\left[\frac{n}{2}\right]}(n+1-2 j) X_{2 j} .
\end{aligned}
$$

We complete the proof.
To describe the $\mathbb{Z}$-linear expression of $c(x)$ for any $x \in \operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$, we need some preparations. The left multiplication by $X_{i}$ with respect to the basis $\left\{X_{0}, X_{1}, \cdots, X_{n}\right\}$ corresponds to a matrix, which is denoted by $\mathbf{X}_{i}$, namely,

$$
X_{i}\left(\begin{array}{c}
X_{0} \\
X_{1} \\
\vdots \\
X_{n}
\end{array}\right)=\mathbf{X}_{i}\left(\begin{array}{c}
X_{0} \\
X_{1} \\
\vdots \\
X_{n}
\end{array}\right) .
$$

We denote $\mathbf{E}_{i+1, j+1}$ for $0 \leq i, j \leq n$ the square matrix unit of order $n+1$ with $(i+1, j+1)$-entry 1 , and 0 otherwise. Then the matrix $\mathbf{X}_{i}$ can be written explicitly as follows:

$$
\begin{align*}
\mathbf{X}_{i} & =\mathbf{E}_{1, i+1}+\mathbf{E}_{2, i+2}+\mathbf{E}_{3, i+3}+\cdots+\mathbf{E}_{n-i+1, n+1} \\
& +\mathbf{E}_{2, i}+\mathbf{E}_{3, i+1}+\mathbf{E}_{4, i+2}+\cdots+\mathbf{E}_{n-i+2, n} \\
& +\mathbf{E}_{3, i-1}+\mathbf{E}_{4, i}+\mathbf{E}_{5, i+1}+\cdots+\mathbf{E}_{n-i+3, n-1} \\
& +\cdots  \tag{5.4}\\
& +\mathbf{E}_{i+1,1}+\mathbf{E}_{i+2,2}+\mathbf{E}_{i+3,3}+\cdots+\mathbf{E}_{n+1, n-i+1} \\
& =\sum_{s=0}^{i} \sum_{t=0}^{n-i} \mathbf{E}_{s+t+1, i+t-s+1} .
\end{align*}
$$

Let $\delta(i)$ be the function defined over $\mathbb{Z}$ by $\delta(i)=1$ if $i$ is even, and 0 if $i$ is odd. Then the coefficient of $X_{i}$ in the linear expression of $c(x)$ has the following form.

Proposition 5.3.2 Let $x=\sum_{k=0}^{n} \lambda_{k} X_{k}$. Then the coefficient of $X_{i}$ in the linear expression of $c(x)$ is $(n+1-i) \sum_{k=0}^{i}(k+1) \delta(i+k) \lambda_{k}+(i+1) \sum_{k=i+1}^{n}(n-k+1) \delta(i+k) \lambda_{k}$.

Proof.Let $X_{j} X_{k}=\sum_{i=0}^{n} N_{j k}^{i} X_{i}$. Then $N_{j k}^{i}=\left(X_{j} X_{k}, X_{i}\right)=\left(X_{i} X_{j}, X_{k}\right)=N_{i j}^{k}$ since the form $(-,-)$ is associative and symmetric. It follows that

$$
c(x)=c(1) x=\sum_{j, k=0}^{n}(n+1-j) \delta(j) \lambda_{k} X_{j} X_{k}=\sum_{i, j, k=0}^{n}(n+1-j) \delta(j) \lambda_{k} N_{i j}^{k} X_{i} .
$$

Thus, the coefficient of $X_{i}$ in the linear expression of $c(x)$ is $\sum_{j, k=0}^{n}(n+1-j) \delta(j) \lambda_{k} N_{i j}^{k}$. Moreover, this coefficient can also be written as follows:

$$
\begin{align*}
& \sum_{j, k=0}^{n}(n+1-j) \delta(j) \lambda_{k} N_{i j}^{k} \\
= & \left(\lambda_{0}, \lambda_{1}, \cdots, \lambda_{n}\right) \mathbf{X}_{i}\left(\begin{array}{c}
(n+1) \delta(0) \\
n \delta(1) \\
\vdots \\
\delta(n)
\end{array}\right) \\
= & \sum_{s=0}^{i} \sum_{t=0}^{n-i}\left(\lambda_{0}, \lambda_{1}, \cdots, \lambda_{n}\right) \mathbf{E}_{s+t+1, i+t-s+1}\left(\begin{array}{c}
(n+1) \delta(0) \\
n \delta(1) \\
\vdots \\
\delta(n)
\end{array}\right) \text { by }(5.4) \\
= & \sum_{s=0}^{i} \sum_{t=0}^{n-i}(n+1-i-t+s) \delta(i+t-s) \lambda_{s+t} . \tag{5.5}
\end{align*}
$$

A straightforward computation shows that if $s+t=k \leq i$, then the coefficient of $\lambda_{k}$ in (5.5) is $(n+1-i)(k+1) \delta(i+k)$; if $s+t=k>i$, then the coefficient of $\lambda_{k}$ in (5.5) is $(i+1)(n-k+1) \delta(i+k)$. Thus, (5.5) is equal to

$$
(n+1-i) \sum_{k=0}^{i}(k+1) \delta(i+k) \lambda_{k}+(i+1) \sum_{k=i+1}^{n}(n-k+1) \delta(i+k) \lambda_{k} .
$$

This completes the proof.
The main result of this section is presented as follows.
Theorem 5.3.3 The Casimir number of Verlinde modular category $\mathcal{C}_{n}(q)$ is $2 n+4$.

Proof.Let $x=\sum_{k=0}^{n} \lambda_{k} X_{k}$. It follows from Proposition 5.3.2 that the coefficient $\alpha_{i}$ of
$X_{i}$ in the linear expression of $c(x)$ is

$$
\alpha_{i}=(n+1-i) \sum_{k=0}^{i}(k+1) \delta(i+k) \lambda_{k}+(i+1) \sum_{k=i+1}^{n}(n-k+1) \delta(i+k) \lambda_{k},
$$

for $0 \leq i \leq n$. If $c(x) \in \mathbb{Z}$, then $\alpha_{i}=0$ for $1 \leq i \leq n$. Consider the system of equations

$$
\left\{\begin{array}{l}
\alpha_{n}=0 \\
\alpha_{n-2}=0
\end{array}\right.
$$

with variables $\lambda_{0}, \lambda_{1}, \cdots, \lambda_{n}$. This implies that $\lambda_{n}=0$. Similarly, the system of equations

$$
\left\{\begin{array}{l}
\alpha_{n-1}=0 \\
\alpha_{n-3}=0
\end{array}\right.
$$

together with $\lambda_{n}=0$ induces that $\lambda_{n-1}=0$. Repeating this argument until the following equations:

$$
\left\{\begin{array}{l}
\alpha_{3}=0 \\
\alpha_{1}=0,
\end{array}\right.
$$

we obtain that $\lambda_{n}=\lambda_{n-1}=\cdots=\lambda_{3}=0$. Now consider the system of equations

$$
\left\{\begin{array}{l}
\alpha_{2}=0 \\
\alpha_{1}=0
\end{array}\right.
$$

It follows that $\lambda_{1}=0$ and $\lambda_{0}=-3 \lambda_{2}$. Thus, the coefficient $\alpha_{0}$ of $X_{0}$ is

$$
\begin{aligned}
\alpha_{0} & =(n+1) \lambda_{0}+\sum_{k=1}^{n}(n-k+1) \delta(k) \lambda_{k} \\
& =(n+1) \lambda_{0}+(n-1) \lambda_{2} \\
& =-(2 n+4) \lambda_{2} .
\end{aligned}
$$

We conclude that the Casimir number of $\mathcal{C}_{n}(q)$ is $2 n+4$.

Remark 5.3.4 The maximal non-negative eigenvalue of the matrix $\mathbf{X}_{i}$ is called the Frobenius-Perron dimension of $X_{i}$, denoted FPdim $\left(X_{i}\right)$. Then FPdim induces an algebra morphism from $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ to the field $\mathbb{C}$ of complex numbers. Note that

$$
F P \operatorname{dim}\left(X_{i}\right)=\frac{q^{i+1}-q^{-i-1}}{q-q^{-1}}
$$

for $0 \leq i \leq n$ (see [28, Exercise 4.10.7]). Then the Frobenius-Perron dimension of $\mathcal{C}_{n}(q)$ is the number $\operatorname{FPdim}\left(\mathcal{C}_{n}(q)\right)$ defined to be

$$
F P \operatorname{dim}\left(\mathcal{C}_{n}(q)\right)=\operatorname{FPdim}(c(1))=\sum_{i=0}^{n}\left(F P \operatorname{dim}\left(X_{i}\right)\right)^{2}=\frac{2 n+4}{\left(q-q^{-1}\right)^{2}}
$$

This shows that

$$
2 n+4=F P \operatorname{dim}\left(\mathcal{C}_{n}(q)\right)\left(q-q^{-1}\right)^{2}
$$

which gives a relationship between the Casimir number of $\mathcal{C}_{n}(q)$ and the FrobeniusPerron dimension of $\mathcal{C}_{n}(q)$. By the way, this equality can be obtained as well from the following approach: it follows from Theorem 5.3.3 that $2 n+4=c(1) x$, where $x=3-X_{2}$, applying FPdim to this equality we also obtain that

$$
2 n+4=F P \operatorname{dim}\left(\mathcal{C}_{n}(q)\right) F P \operatorname{dim}(x)=F P \operatorname{dim}\left(\mathcal{C}_{n}(q)\right)\left(q-q^{-1}\right)^{2} .
$$

The Casimir number of $\mathcal{C}_{n}(q)$ can be used to determine the semisimplicity of the Grothendieck algebra $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right) \otimes_{\mathbb{Z}} K$ over a field $K$. In the following, we turn to consider the Jacobson radical of $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right) \otimes_{\mathbb{Z}} K$ in the case when $2 n+4$ is zero in $K$. To this end, we need to present the Grothendieck ring $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ in terms of generators and relations.

Let $\mathbb{Z}[X]$ be a polynomial ring with one variable $X$ over $\mathbb{Z}$ and $\left(E_{n+1}(X)\right)$ the ideal of $\mathbb{Z}[X]$ generated by the $n+1$-th Dickson polynomial $E_{n+1}(X)$ (see (4.2)). The image of a polynomial $f(X)$ under the natural ring epimorphism $\mathbb{Z}[X] \rightarrow \mathbb{Z}[X] /\left(E_{n+1}(X)\right)$ is denoted by $\overline{f(X)}$. We have the following lemma.

Lemma 5.3.5 For $0 \leq i, j \leq n$, the equality

$$
\overline{E_{i}(X) E_{j}(X)}=\sum_{l=\max \{i+j-n, 0\}}^{\min \{i, j\}} \overline{E_{i+j-2 l}(X)}
$$

holds in $\mathbb{Z}[X] /\left(E_{n+1}(X)\right)$.

Proof. We suppose that $E_{s}(X)=0$ if $s<0$. We proceed by induction on $i+j$ only for the case $0 \leq i+j \leq n$, and the proof of the case $n \leq i+j \leq 2 n$ is similar. It is obvious that the identity holds for $i+j=0$. For a fixed $1 \leq k \leq n-1$, suppose that the
identity holds for $1 \leq i+j \leq k$. We show that it also holds for the case $i+j=k+1$. Note that $(i-1)+j \leq k$ and $(i-2)+j \leq k$. Applying the induction hypothesis on $(i-1)+j \leq k$ and $(i-2)+j \leq k$, we obtain the following two equalities:

$$
\begin{equation*}
\overline{E_{i-1}(X) E_{j}(X)}=\sum_{l=\max \{i-1+j-n, 0\}}^{\min \{i-1, j\}} \overline{E_{i-1+j-2 l}(X)} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{E_{i-2}(X) E_{j}(X)}=\sum_{l=\max \{i-2+j-n, 0\}}^{\min \{i-2, j\}} \overline{E_{i-2+j-2 l}(X)} . \tag{5.7}
\end{equation*}
$$

Now consider the product $\overline{X E_{i-1}(X) E_{j}(X)}$ in $\mathbb{Z}[X] /\left(E_{n+1}(X)\right)$. On the one hand, using (5.6) we get that

$$
\begin{aligned}
\overline{X E_{i-1}(X) E_{j}(X)} & =\bar{X} \sum_{l=\max \{i-1+j-n, 0\}}^{\min \{i-1, j\}} \overline{E_{i-1+j-2 l}(X)} \\
& =\sum_{l=\max \{i-1+j-n, 0\}}^{\min \{i-1, j\}}\left(\overline{E_{i+j-2 l}(X)}+\overline{E_{i-2+j-2 l}(X)}\right) .
\end{aligned}
$$

On the other hand, using (5.7) we have

$$
\begin{aligned}
\overline{X E_{i-1}(X) E_{j}(X)} & =\left(\overline{E_{i}(X)}+\overline{E_{i-2}(X)}\right) \overline{E_{j}(X)} \\
& =\overline{E_{i}(X) E_{j}(X)}+\sum_{l=\max \{i-2+j-n, 0\}}^{\min \{i-2, j\}} \overline{E_{i-2+j-2 l}(X)} .
\end{aligned}
$$

It follows that

$$
\overline{E_{i}(X) E_{j}(X)}=\sum_{l=\max \{i-1+j-n, 0\}}^{\min \{i-1, j\}}\left(\overline{E_{i+j-2 l}(X)}+\overline{E_{i-2+j-2 l}(X)}\right)-\sum_{l=\max \{i-2+j-n, 0\}}^{\min \{i-2, j\}} \overline{E_{i-2+j-2 l}(X)} .
$$

By discussing the cases $i-1<j, i-1=j$ and $i-1>j$ separately, we obtain that

$$
\overline{E_{i}(X) E_{j}(X)}=\sum_{l=\max \{i+j-n, 0\}}^{\min \{i, j\}} \overline{E_{i+j-2 l}(X)} .
$$

We complete the proof.

Theorem 5.3.6 The Grothendieck ring $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ is isomorphic to the quotient ring $\mathbb{Z}[X] /\left(E_{n+1}(X)\right)$.

Proof.Consider the $\mathbb{Z}$-linear map $\theta$ from $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right)$ to $\mathbb{Z}[X] /\left(E_{n+1}(X)\right)$ given by $\theta\left(X_{i}\right)=$ $\overline{E_{i}(X)}$ for $0 \leq i \leq n$. This is a ring epimorphism by Lemma 5.3.5. To see that this map is injective, we suppose $\sum_{i=0}^{n} \lambda_{i} \overline{E_{i}(X)}=0$ for each $\lambda_{i} \in \mathbb{Z}$, then $\sum_{i=0}^{n} \lambda_{i} E_{i}(X)=$ $E_{n+1}(X) f(X)$ for some $f(X) \in \mathbb{Z}[X]$. By comparing the degrees of both two sides of the equality, we obtain that $f(X)=0$, and hence $\lambda_{i}=0$ for $0 \leq i \leq n$.

The factorizations of $E_{n+1}(X)$ have been carried out using much lengthier methods by W.-S. Chou [15] (see also [9]). According to Theorem 5.3.6, we obtain the following criterion for $E_{n+1}(X)$ without multiple factors in $K[X]$.

Proposition 5.3.7 The $(n+1)$-th Dickson polynomial $E_{n+1}(X)$ of the second kind has no multiple factors in $K[X]$ if and only if $2 n+4$ is a unit in $K$.

Proof.We have by Theorem 5.3.6 that $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right) \otimes_{\mathbb{Z}} K \cong K[X] /\left(E_{n+1}(X)\right)$. It follows from Theorem 5.3.3 that $2 n+4$ is a unit in $K$ if and only if $K[X] /\left(E_{n+1}(X)\right)$ is semisimple, if and only if $E_{n+1}(X)$ has no multiple factors in $K[X]$, as desired.

In the following we turn to describe the Jacobson radical of the Grothendieck algebra $\operatorname{Gr}\left(\mathcal{C}_{n}(q)\right) \otimes_{\mathbb{Z}} K$ (or equivalently, $\left.K[X] /\left(E_{n+1}(X)\right)\right)$ in the case $2 n+4$ is zero in $K$. Note that a product of all distinct irreducible factors of $E_{n+1}(X)$ gives rise to a generator of the Jacobson radical of $K[X] /\left(E_{n+1}(X)\right)$.

Proposition 5.3.8 Let the characteristic of $K$ be $p>2$. If $p \mid 2 n+4$, write $n+2=$ $p^{r}(m+1)$ where $(p, m+1)=1$, then the Jacobson radical of $K[X] /\left(E_{n+1}(X)\right)$ is a principal ideal generated by $\overline{E_{m}(X)\left(X^{2}-4\right)}$.

Proof. The decomposition $E_{n+1}(X)=E_{m}(X)^{p^{r}}\left(X^{2}-4\right)^{\frac{p^{r}-1}{2}}$ holds in $K[X]$ (see [9, Section 3]), and the Dickson polynomial $E_{m}(X)$ has no multiple factors in $K[X]$ by Proposition 5.3.7. It follows that $E_{m}(X)\left(X^{2}-4\right)$ is a product of all distinct irreducible factors of $E_{n+1}(X)$. We conclude that the Jacobson radical of $K[X] /\left(E_{n+1}(X)\right)$ is a principal ideal generated by $\overline{E_{m}(X)\left(X^{2}-4\right)}$.

Let the characteristic of $K$ be 2 . Then the factorizations of the Dickson polynomials of the second kind are a little bit more complicated. If $m$ is even, it follows
from [9, Theorem 6] that $E_{m}(X)=F_{m}(X)^{2}$, where

$$
F_{m}(X)=\sum_{j=0}^{\frac{m}{2}}\binom{m-j}{j}(-1)^{j} X^{\frac{m}{2}-j}
$$

which is a product of several distinct irreducible polynomials in $K[X]$, which occur in cliques corresponding to the divisors $d$ of $m+1$ with $d>1$. To each such $d$ there correspond $\varphi(d) /\left(2 k_{d}\right)$ irreducible factors, where $\varphi$ is the Euler's totient function and $k_{d}$ is the least positive integer such that $q^{k_{d}} \equiv \pm 1(\bmod d)$. Each of such irreducible factors has the form

$$
\prod_{i=0}^{k_{d}-1}\left(X-\left(\zeta_{d}^{2^{i}}+\zeta_{d}^{-2^{i}}\right)\right)
$$

for some choice of $\zeta_{d}$, where $\zeta_{d}$ is a primitive $d$-th root of unity.

Proposition 5.3.9 Let the characteristic of $K$ be 2 .
(1) If $n+1$ is even, then the Jacobson radical of $K[X] /\left(E_{n+1}(X)\right)$ is a principal ideal generated by $\overline{F_{n+1}(X)}$.
(2) If $n+1$ is odd, write $n+2=2^{r}(m+1)$, where $m$ is even, then the Jacobson radical of $K[X] /\left(E_{n+1}(X)\right)$ is a principal ideal generated by $\overline{X F_{m}(X)}$.

Proof.(1) If $n+1$ is even, then $F_{n+1}(X)$ is a product of all distinct irreducible factors of $\left.E_{n+1}(X)\right)$ as stated above. Thus, the Jacobson radical of $K[X] /\left(E_{n+1}(X)\right)$ is a principal ideal generated by $\overline{F_{n+1}(X)}$.
(2) If $n+1$ is odd, write $n+2=2^{r}(m+1)$, where $r \geq 1$ and $m$ is even. In this case,

$$
E_{n+1}(X)=X^{2^{r}-1} E_{m}(X)^{2^{r}}=X^{2^{r}-1} F_{m}(X)^{2^{r+1}}
$$

(see [9, Section 3]). Thus, $X F_{m}(X)$ can be written as a product of all distinct irreducible factors of $\left.E_{n+1}(X)\right)$, and hence the Jacobson radical of $K[X] /\left(E_{n+1}(X)\right)$ is a principal ideal generated by $\overline{X F_{m}(X)}$.

## §5.4 Prime factors of Casimir numbers

Denote by $m_{H}$ the Casimir number of representation category $\operatorname{Rep}(H)$ of a semisimple Hopf algebra $H$. In this section, we will give some results concerning prime factors of $m_{H}$. Obviously, these results holding for the Casimir number of $\operatorname{Rep}(H)$ also hold for the determinant of $\operatorname{Rep}(H)$ as the two numbers have the same prime factors. Then we show that the Casimir number $m_{\mathcal{C}}$ of a fusion category $\mathcal{C}$ divides the Casimir number $m_{\widetilde{\mathcal{C}}}$ of the pivotalization $\widetilde{\mathcal{C}}$. This is used to prove that any non-degenerate fusion category has a nonzero determinant.

A finite dimensional Hopf algebra $H$ is call pivotal if $H$ contains a group-like element $g$ such that $S^{2}(h)=g h g^{-1}$ for all $h \in H$. The representation category $\operatorname{Rep}(H)$ of a finite dimensional semisimple pivotal Hopf algebra $H$ is a pivotal fusion category.

Proposition 5.4.1 Let $H$ be a finite dimensional semisimple pivotal Hopf algebra over $\mathbb{k}$. The Casimir number $m_{H} \neq 0$ in $\mathbb{k}$ if and only if $S^{2}=i d_{H}$ and $\operatorname{dim}_{\mathbb{k}} H \neq 0$ in $\mathbb{k}$.

Proof. The Casimir number $m_{H} \neq 0$ in $\mathbb{k}$ if and only if $\operatorname{Rep}(H)$ is non-degenerate by Proposition 5.2.5, if and only if $H$ is cosemisimple by [29, Section 9.1], if and only if $S^{2}=i d_{H}$ and $\operatorname{dim}_{\mathrm{k}} H \neq 0$ in $\mathbb{k}$ by [27, Corollary 3.2].

Since a finite dimensional semisimple and cosemisimple Hopf algebra $H$ over $\mathbb{k}$ always satisfies that $S^{2}=i d_{H}$ and $\operatorname{dim}_{\mathrm{k}} H \neq 0$ (see [27, Corollary 3.2]), Proposition 5.4.1 has the following corollary:

Corollary 5.4.2 Let $H$ be a finite dimensional semisimple and cosemisimple Hopf algebra over $\mathbb{k}$. The Casimir number $m_{H}$ is always not zero in $\mathbb{k}$.

The following result gives more information about the Casimir number $m_{H}$ of a semisimple and cosemisimple Hopf algebra $H$ under a certain hypothesis.

Proposition 5.4.3 Let $H$ be a finite dimensional semisimple and cosemisimple Hopf algebra over $\mathbb{k}$. If the Grothendieck ring $\operatorname{Gr}(H)$ of $H$ is commutative, then the Casimir number $m_{H}$ and the dimension $\operatorname{dim}_{\mathfrak{k}} H$ have the same prime factors.

Proof.We turn to prove the determinant $d_{H}$ and the dimension $\operatorname{dim}_{\mathrm{k}} H$ have the same prime factors. We first consider the case $\operatorname{char}(\mathbb{k})=0$. The set of isomorphism classes of simple objects of $\operatorname{Rep}(H)$ is denoted by $\left\{X_{i}\right\}_{i \in I}$. Since the Grothendieck ring $\operatorname{Gr}(H)$ is commutative, it follows from [47, Proposition 20] that all eigenvalues of the matrix $[c(1)]$ of left multiplication by $c(1)=\sum_{i \in I} X_{i} X_{i^{*}}$ with respect to the basis $\left\{X_{i}\right\}_{i \in I}$ of $\operatorname{Gr}(H)$ are positive integers, and moreover, all these eigenvalues divide $\operatorname{dim}_{\mathfrak{k}} H$. In particular, $\operatorname{dim}_{\mathrm{k}} H$ is itself the largest eigenvalue of [c(1)] (see [47, Proposition 8]). On the other hand, the determinant $d_{H}$ is obtained by multiplying all these eigenvalues. Thus, $d_{H}$ and $\operatorname{dim}_{\mathrm{k}} H$ have the same prime factors.

For the case $\operatorname{char}(\mathbb{k})=p>0$, we denote $\mathcal{O}$ the ring of Witt vectors of $\mathbb{k}$ and $K$ the field of fractions of $\mathcal{O}$. For the semisimple and cosemisimple Hopf algebra $H$, using the lifting Theorem [27, Theorem 2.1] we may construct a Hopf algebra $A$ over $\mathcal{O}$ which is free of $\operatorname{rank} \operatorname{dim}_{\mathfrak{k}} H$ as an $\mathcal{O}$-module such that $A / p A$ is isomorphic to $H$ as a Hopf algebra. The Hopf algebra $A_{0}:=A \otimes_{\mathcal{O}} K$ is a semisimple and cosemisimple Hopf algebra over the field $K$ of characteristic 0 with the same Grothendieck ring as for $H$. It follows that the Grothendieck ring $\operatorname{Gr}\left(A_{0}\right)$ is commutative and the determinant $d_{A_{0}}$ of $\operatorname{Rep}\left(A_{0}\right)$ is equal to the determinant $d_{H}$ of $\operatorname{Rep}(H)$. By the same argument as for the case of $\operatorname{char}(\mathbb{k})=0$, we may see that the determinant $d_{A_{0}}$ and $\operatorname{dim}_{K} A_{0}$ have the same prime factors. Note that $\operatorname{dim}_{K} A_{0}=\operatorname{dim}_{K}\left(A \otimes_{\mathcal{O}} K\right)$ which is equal to $\operatorname{dim}_{\mathrm{k}} H$ since the Hopf algebra $A$ over $\mathcal{O}$ is free of $\operatorname{rank} \operatorname{dim}_{\mathrm{k}} H$ and $\mathcal{O}$ as a discrete valuation ring is a unique factorization domain. We conclude that $d_{H}$ and $\operatorname{dim}_{\mathbb{k}} H$ have the same prime factors.

Applying Proposition 5.4.3 to the Drinfeld double of a semisimple and cosemisimple Hopf algebra, we have the following result:

Theorem 5.4.4 Let $H$ be a finite dimensional semisimple and cosemisimple Hopf algebra over $\mathfrak{k}$ and $D(H)$ the Drinfeld double of $H$. The Casimir number $m_{D(H)}$ and the dimension $\operatorname{dim}_{\mathfrak{k}} H$ have the same prime factors.

Proof.The representation category of the Drinfeld double $D(H)$ is a modular fusion category over $\mathbb{k}$, since $D(H)$ is a quasitriangular semisimple and cosemisimple Hopf algebra (see [49, Corollary 10.3.13]). It follows that the Grothendieck ring $\operatorname{Gr}(D(H))$
of $D(H)$ is a commutative ring. By Proposition 5.4.3, the Casimir number $m_{D(H)}$ and the dimension $\operatorname{dim}_{\mathrm{k}} D(H)=\left(\operatorname{dim}_{\mathrm{k}} H\right)^{2}$ have the same prime factors. This gives the desired result.

In the following, we describe a relationship between the Casimir number $m_{\mathcal{C}}$ of a fusion category $\mathcal{C}$ and the Casimir number $m_{\widetilde{\mathcal{C}}}$ of $\widetilde{\mathcal{C}}$, where $\widetilde{\mathcal{C}}$ is the pivotalization of $\mathcal{C}$ stated below.

Let $\mathcal{C}$ be a fusion category over $\mathfrak{k}$. Recall from [29, Theorem 2.6] that there exists an isomorphism $\gamma: i d \rightarrow * * * *$ between the identity and the fourth duality tensor autoequivalences of $\mathcal{C}$. Denote by $\widetilde{\mathcal{C}}:=\mathcal{C}^{\mathbb{Z} / 2 \mathbb{Z}}$ the corresponding equivariantization. More explicitly, simple objects of $\widetilde{\mathcal{C}}$ are pairs $(X, \alpha)$, where $X$ is a simple object of $\mathcal{C}$, and $\alpha: X \rightarrow X^{* *}$ satisfies $\alpha^{* *} \alpha=\gamma_{X}$. The fusion category $\widetilde{\mathcal{C}}$ has a canonical pivotal structure which is called the pivotalization of $\mathcal{C}$ (see [28, Definition 7.21.9] for details). Moreover, the pivotal fusion category $\widetilde{\mathcal{C}}$ is also spherical (see [30, Corollary 7.6]).

To describe any simple object $(X, \alpha)$ of $\widetilde{\mathcal{C}}$, we first fix an isomorphism $\theta: X \rightarrow X^{* *}$. Since $\operatorname{Hom}\left(X, X^{* *}\right)$ is one dimensional, we may write $\alpha=u \theta$ and $\gamma_{X}=v \theta^{* *} \theta$ for some $u, v \in \mathbb{k}^{\times}$. Then $\alpha^{* *} \alpha=\gamma_{X}$ implies that $u^{2}=v$. Therefore, for each simple object $X$ of $\mathcal{C}$, we only have two choices of $\alpha$, and if one of them is $\alpha$ then another one is $-\alpha$. In view of this, we may write $(X, \alpha)=X^{+}$and $(X,-\alpha)=X^{-}$. It follows that $\mathbf{1}^{+}=\mathbf{1}, \mathbf{1}^{-} \otimes \mathbf{1}^{-}=\mathbf{1}, \operatorname{dim}\left(\mathbf{1}^{-}\right)=-1$, and $X^{ \pm} \otimes \mathbf{1}^{-}=\mathbf{1}^{-} \otimes X^{ \pm}=X^{\mp}$ (see [55, Section 5.1]). Note that the forgetful function $F: \widetilde{\mathcal{C}} \rightarrow \mathcal{C}, X^{ \pm} \mapsto X$ preserves squared norms of simple objects [28, Remark 7.21.11]. It follows that $\operatorname{dim}(\widetilde{\mathcal{C}})=2 \operatorname{dim}(\mathcal{C})$.

If $\operatorname{char}(\mathbb{k}) \neq 2$, the Grothendieck algebra $\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}$ has the following decomposition:

$$
\begin{equation*}
\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}=e\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right) \oplus(1-e)\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right) \tag{5.8}
\end{equation*}
$$

where $e=\frac{\mathbf{1 - 1}^{-1}}{2}$ is a central idempotent element of $\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}$. It follows from [55, Section 5.1] that

$$
\begin{equation*}
\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} \mathbb{k}_{\mathbb{k}} \cong\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}^{\mathrm{k}}\right) / e\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}_{\mathrm{k}} \cong(1-e)\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right)\right. \tag{5.9}
\end{equation*}
$$

The Casimir number $m_{\mathcal{C}}\left(\right.$ resp. $d_{\mathcal{C}}$ or $\left.n_{\mathcal{C}}\right)$ and $m_{\widetilde{\mathcal{C}}}\left(\right.$ resp. $d_{\widetilde{\mathcal{C}}}$ or $n_{\widetilde{\mathcal{C}}}$ ) have the following relation:

Proposition 5.4.5 Let $\mathcal{C}$ be a fusion category over $\mathbb{k}$ and $\widetilde{\mathcal{C}}$ the pivotalization of $\mathcal{C}$.
(1) $m_{\mathcal{C}} \mid m_{\widetilde{\mathcal{C}}}$.
(2) $n_{\mathcal{C}} \mid n_{\tilde{\mathcal{C}}}$.
(3) $d_{\mathcal{C}} \mid d_{\widetilde{\mathcal{C}}}$.

Proof.(1) Denote by $\left\{X_{i}\right\}_{i \in I}$ the set of isomorphism classes of simple objects of $\mathcal{C}$. Then $\left\{X_{i}^{ \pm}\right\}_{i \in I}$ is the set of isomorphism classes of simple objects of $\widetilde{\mathcal{C}}$. For the Casimir number $m_{\widetilde{\mathcal{C}}}$, there exists some $a \in \operatorname{Gr}(\widetilde{\mathcal{C}})$ such that $\sum_{i \in I} X_{i}^{ \pm} a\left(X_{i}^{ \pm}\right)^{*}=m_{\widetilde{\mathcal{C}}}$. Applying the ring morphism $f: \operatorname{Gr}(\widetilde{\mathcal{C}}) \rightarrow \operatorname{Gr}(\mathcal{C})$ induced by the forgetful function $F: \widetilde{\mathcal{C}} \rightarrow \mathcal{C}$ to this equation, we have $\sum_{i \in I} X_{i} 2 f(a)\left(X_{i}\right)^{*}=m_{\widetilde{\mathcal{C}}}$. It follows that $m_{\widetilde{\mathcal{C}}} \in \mathbb{Z} \cap \operatorname{Im} c=\left(m_{\mathcal{C}}\right)$. This gives a proof of Part (1).
(2) The proof is similar to Part (1).
(3) In the Grothendieck ring $\operatorname{Gr}(\widetilde{\mathcal{C}})$ we suppose for any $j \in I$ that

$$
\begin{equation*}
\sum_{i \in I} X_{i}^{+}\left(X_{i}^{+}\right)^{*} X_{j}^{+}=\sum_{i \in I} \mu_{i j} X_{i}^{+}+\sum_{i \in I} \nu_{i j} X_{i}^{-}, \tag{5.10}
\end{equation*}
$$

where $\mu_{i j}, \nu_{i j} \in \mathbb{Z}$. Then for any $j \in I$,

$$
\sum_{i \in I} X_{i}^{+}\left(X_{i}^{+}\right)^{*} X_{j}^{-}=\sum_{i \in I} X_{i}^{+}\left(X_{i}^{+}\right)^{*} X_{j}^{+} \mathbf{1}^{-}=\sum_{i \in I} \mu_{i j} X_{i}^{-}+\sum_{i \in I} \nu_{i j} X_{i}^{+} .
$$

This means that, in the Grothendieck ring $\operatorname{Gr}(\widetilde{\mathcal{C}})$, the matrix of left multiplication by the Casimir element $\sum_{i \in I} X_{i}^{ \pm}\left(X_{i}^{ \pm}\right)^{*}=2 \sum_{i \in I} X_{i}^{+}\left(X_{i}^{+}\right)^{*}$ with respect to the basis $\left\{X_{i}^{ \pm}\right\}_{i \in I}$ of $\operatorname{Gr}(\widetilde{\mathcal{C}})$ is

$$
2\left(\begin{array}{ll}
A & B \\
B & A
\end{array}\right)
$$

where $A=\left(\mu_{i j}\right)_{n \times n}, B=\left(\nu_{i j}\right)_{n \times n}$ and $n$ is the cardinality of $I$. Thus, the determinant of $\widetilde{\mathcal{C}}$ is

$$
d_{\widetilde{\mathcal{C}}}=2^{2 n} \operatorname{det}(A+B) \operatorname{det}(A-B) .
$$

Applying the homomorphism $f: \operatorname{Gr}(\widetilde{\mathcal{C}}) \rightarrow \operatorname{Gr}(\mathcal{C})$ as above to the equation (5.10), we have that $\sum_{i \in I} X_{i}\left(X_{i}\right)^{*} X_{j}=\sum_{i \in I}\left(\mu_{i j}+\nu_{i j}\right) X_{i}$. This shows that, in the Grothendieck ring $\operatorname{Gr}(\mathcal{C})$, the matrix of left multiplication by the Casimir element $\sum_{i \in I} X_{i} X_{i}^{*}$ with respect to the basis $\left\{X_{i}\right\}_{i \in I}$ of $\operatorname{Gr}(\mathcal{C})$ is $A+B$. Thus, the determinant of $\mathcal{C}$ is $d_{\mathcal{C}}=$ $\operatorname{det}(A+B)$, which is a factor of $d_{\tilde{\mathcal{C}}}$.

As a consequence, we have the following result:
Proposition 5.4.6 Let $\mathcal{C}$ be a fusion category over $\mathfrak{k}$ with $\operatorname{char}(\mathbb{k}) \neq 2$. If $\mathcal{C}$ is nondegenerate, then $m_{\mathcal{C}} \neq 0$ in $\mathbb{k}$.

Proof.Since $\mathcal{C}$ is non-degenerate, i.e., the global dimension $\operatorname{dim}(\mathcal{C}) \neq 0$ in $\mathbb{k}$, it follows that $\operatorname{dim}(\widetilde{\mathcal{C}})=2 \operatorname{dim}(\mathcal{C}) \neq 0$. Thus, the pivotal fusion category $\widetilde{\mathcal{C}}$ is non-degenerate. It follows from Proposition 5.2 .5 that $m_{\tilde{\mathcal{C}}} \neq 0$ in $\mathbb{k}$. As a result, $m_{\mathcal{C}} \neq 0$ since $m_{\mathcal{C}}$ is a factor of $m_{\tilde{\mathcal{C}}}$.

We expect that the converse of Proposition 5.4.6 is also true. One method of addressing this problem is to prove that $\operatorname{det}(A+B)$ and $\operatorname{det}(A-B)$ as stated in Proposition 5.4.5 have the same prime factors. However, the proof seems too hard to be finished. What we can do is the proof of the following statement:

Proposition 5.4.7 Let $\mathcal{C}$ be a fusion category over $\mathbb{k}$ with $\operatorname{char}(\mathbb{k}) \neq 2$. Then $\mathcal{C}$ is nondegenerate if and only if the subalgebra $e\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right)$ is semisimple, where $e=\frac{1-\mathbf{1}^{-1}}{2}$ is a central idempotent element of $\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}$.

Proof. The global dimension $\operatorname{dim}(\mathcal{C}) \neq 0$ shows that $\operatorname{dim}(\widetilde{\mathcal{C}})=2 \operatorname{dim}(\mathcal{C}) \neq 0$. Thus, the Grothendieck algebra $\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}$ of the pivotal fusion category $\widetilde{\mathcal{C}}$ is semisimple by [60, Theorem 6.5]. It follows that the quotient algebra (see (5.8))

$$
\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right) /(1-e)\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right) \cong e\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right)
$$

is also semisimple. Conversely, consider the element $t=\sum_{i \in I} \operatorname{dim}\left(e X_{i}^{ \pm}\right) e\left(X_{i}^{ \pm}\right)^{*}$. For any $a \in e\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right)$, it follows from (5.1) that

$$
t a=\sum_{i \in I} \operatorname{dim}\left(e X_{i}^{ \pm}\right) e\left(X_{i}^{ \pm}\right)^{*} a=\sum_{i \in I} \operatorname{dim}\left(e a X_{i}^{ \pm}\right) e\left(X_{i}^{ \pm}\right)^{*}=\operatorname{dim}(a) t
$$

Similarly, it follows from (5.2) that at $=\operatorname{dim}(a) t$. Thus, $t$ is an central element of $e\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right)$ satisfying $t^{2}=\operatorname{dim}(t) t=\operatorname{dim}(\widetilde{\mathcal{C}}) t=2 \operatorname{dim}(\mathcal{C}) t$. If $\operatorname{dim}(\mathcal{C})=0$, then the ideal of $e\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right)$ generated by $t$ is nilpotent, a contradiction to the semisimplicity of $e\left(\operatorname{Gr}(\widetilde{\mathcal{C}}) \otimes_{\mathbb{Z}} \mathbb{k}\right)$.

## §5.5 Casimir numbers vs. Frobenius-Schur exponents

In this section, we shall show that the Casimir number and the Frobenius-Schur exponent of a spherical fusion category over the field $\mathbb{C}$ of complex numbers have the same prime factors.

Let $\mathcal{C}$ be a fusion category over $\mathbb{k}$ and $V$ a finite dimensional left $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$-module over an algebraic closure field $K$. For any $\varphi \in \operatorname{End}_{K}(V)$, we define $\mathcal{I}(\varphi) \in \operatorname{End}_{K}(V)$ by

$$
\mathcal{I}(\varphi)(v)=\sum_{i \in I} X_{i} \varphi\left(X_{i^{*}} v\right) \text { for } v \in V
$$

Then $\mathcal{I}(\varphi)$ lies in $\operatorname{End}_{\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K}(V)$ and does not depend on the choice of a pair of dual bases of $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ (see [32, Lemma 7.1.10]). If $V$ is a simple $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$-module, then $\operatorname{End}_{\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K}(V) \cong K$. In this case, there exists a unique element $c_{V} \in K$ such that

$$
\mathcal{I}(\varphi)=c_{V} \operatorname{Tr}(\varphi) i d_{V} \text { for all } \varphi \in \operatorname{End}_{K}(V)
$$

Such an element $c_{V}$ only depends on the isomorphism class of $V$ and is called the Schur element associated with $V$ (see [32, Theorem 7.2.1]). Note that the semisimplicity criterion stated in [32, Theorem 7.2.6] works for Grothendieck algebras. Namely, the Grothendieck algebra $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ is semisimple if and only if any Schur element associated with a simple module over $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ is not zero in $K$.

Let $V$ be a simple $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$-module with the Schur element $c_{V}$. The character of $V$ is denoted by $\chi_{V}$. Then $\sum_{i \in I} \chi_{V}\left(X_{i}\right) X_{i^{*}}$ is a central element of $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$. This element acts by a scalar $f_{V}$ on $V$ and by zero on any simple module not isomorphic to $V$. The scalar $f_{V}$ is called the formal codegree of $V$ (see [56, Lemma 2.3]).

Lemma 5.5.1 Let $V$ be a simple $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$-module with the Schur element $c_{V}$ and the formal codegree $f_{V}$. The action of $\sum_{i, j \in I} X_{i} X_{j} X_{i^{*}} X_{j^{*}}$ on $V$ is a scalar multiple by $c_{V} f_{V}$.

Proof.For a simple module $V$ over $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$, there is a corresponding algebra morphism

$$
\rho_{V}: \operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K \rightarrow \operatorname{End}_{K}(V), \rho_{V}(a)(v)=a v \text { for } a \in \operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K, v \in V .
$$

Note that $\mathcal{I}(\varphi)(v)=c_{V} \operatorname{Tr}(\varphi) v$ holds for any $\varphi \in \operatorname{End}_{K}(V)$ and $v \in V$. Replacing $\varphi$ and $v$ in this equality by $\rho_{V}\left(X_{j}\right)$ and $X_{j^{*} v}$ respectively, we have $\mathcal{I}\left(\rho_{V}\left(X_{j}\right)\right)\left(X_{j^{*}} v\right)=$ $c_{V} \operatorname{Tr}\left(\rho_{V}\left(X_{j}\right)\right) X_{j^{*}} v$. Summing over all $j \in I$ we have

$$
\sum_{j \in I} \mathcal{I}\left(\rho_{V}\left(X_{j}\right)\right)\left(X_{j^{*}} v\right)=c_{V} \sum_{j \in I} \operatorname{Tr}\left(\rho_{V}\left(X_{j}\right)\right) X_{j^{*}} v .
$$

Taking into account the definition of $\mathcal{I}$, we have

$$
\sum_{i, j \in I} X_{i} \rho_{V}\left(X_{j}\right)\left(X_{i^{*}} X_{j^{*}} v\right)=c_{V} \sum_{j \in I} \chi_{V}\left(X_{j}\right) X_{j^{*}} v
$$

This gives rise to the desired result $\sum_{i, j \in I} X_{i} X_{j} X_{i^{*}} X_{j^{*}} v=c_{V} f_{V} v$ for any $v \in V$.
Note that $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} \mathbb{C}$ is always semisimple and $\operatorname{dim}(\mathcal{C})$ is always not zero in the field $\mathbb{C}$ of complex numbers. Thus, [60, Theorem 6.5] is trivial if the field $\mathbb{k}$ is taken to be $\mathbb{C}$. In the following, we shall give a modification version of [60, Theorem 6.5] so that we can use it to present another statement of the Cauchy theorem for spherical fusion categories.

Let $\mathcal{C}$ be a spherical fusion category over $\mathbb{C}$ with isomorphism classes of simple objects $\left\{X_{i}\right\}_{i \in I}$. The Frobenius-Schur exponent of $\mathcal{C}$ has been defined in [51, Definition 5.1] in terms of the higher Frobenius-Schur indicators of objects of $\mathcal{C}$. This exponent, denoted by $N$, can be regarded as the order of the twist $\theta$ of the Drinfeld center $Z(\mathcal{C})$ associated with a pivotal structure of $\mathcal{C}$ (see [51, Theorem 5.5]). Let $\xi_{N} \in \mathbb{C}$ be a primitive $N$-th root of unity. Then $\mathbb{Z}\left[\xi_{N}\right]$ is a Dedekind domain and every nonzero proper ideal factors into a product of prime ideal factors. Let $\mathfrak{p}$ be a prime ideal of $\mathbb{Z}\left[\xi_{N}\right]$. Then $\mathfrak{p}$ is maximal since $\mathbb{Z}\left[\xi_{N}\right]$ is Dedekind. Thus, the quotient ring $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$ is a field. In this case, $\operatorname{dim}(X) \in \mathbb{Z}\left[\xi_{N}\right]$ (see [51]) can be considered as an element in $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$ in a natural way.

Theorem 5.5.2 Let $\mathcal{C}$ be a spherical fusion category over $\mathbb{C}$ with the Frobenius-Schur exponent $N$. For any prime ideal $\mathfrak{p}$ of $\mathbb{Z}\left[\xi_{N}\right]$, the Casimir number $m_{\mathcal{C}} \neq 0$ in $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$ if and only if the global dimension $\operatorname{dim}(\mathcal{C}) \neq 0$ in $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$. Thus, the set of prime ideals dividing the principal ideal generated by $\operatorname{dim}(\mathcal{C})$ is identical to that of $m_{\mathcal{C}}$ in $\mathbb{Z}\left[\xi_{N}\right]$.

Proof. Note that the Casimir number $m_{\mathcal{C}}=\sum_{i \in I} X_{i} a X_{i^{*}}$ for some $a \in \operatorname{Gr}(\mathcal{C})$. Applying $\operatorname{dim}$ to this equality, we have $m_{\mathcal{C}}=\operatorname{dim}(\mathcal{C}) \operatorname{dim}(a)$. Thus, if $m_{\mathcal{C}} \neq 0$ in $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$, then
$\operatorname{dim}(\mathcal{C}) \neq 0$ in $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$. Conversely, if $\operatorname{dim}(\mathcal{C}) \neq 0$ in $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$, so is $\operatorname{dim}(\mathcal{C}) \neq 0$ in $K$, where $K$ is an algebraic closure of the field $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$. Let $Z(\mathcal{C})$ be the Drinfeld center of $\mathcal{C}$. Since $\operatorname{dim}(\mathcal{C}) \neq 0$ in $K$, it follows from [50, Section 5] that $Z(\mathcal{C})$ is a modular category and $\operatorname{dim}(Z(\mathcal{C}))=\operatorname{dim}(\mathcal{C})^{2} \neq 0$ in $K$. If we denote $\operatorname{Irr}(Z(\mathcal{C}))$ the set of isomorphism classes of simple objects of $Z(\mathcal{C})$ and $n$ the cardinality of $\operatorname{Irr}(Z(\mathcal{C}))$, then by Example 5.2.7 the determinant of $Z(\mathcal{C})$ is

$$
d_{Z(\mathcal{C})}=\frac{\operatorname{dim}(Z(\mathcal{C}))^{n}}{\prod_{Y \in \operatorname{Irr}(Z(\mathcal{C}))} \operatorname{dim}(Y)^{2}} \neq 0
$$

Note that $d_{Z(\mathcal{C})}$ is the determinant of the matrix of left multiplication by the Casimir element $\sum_{Y \in \operatorname{Irr}(Z(\mathcal{C}))} Y Y^{*}$. It follows that $\sum_{Y \in \operatorname{Irr}(Z(\mathcal{C}))} Y Y^{*}$ is an invertible element in $\operatorname{Gr}(Z(\mathcal{C})) \otimes_{\mathbb{Z}} K$. Note that the forgetful tensor functor $F: Z(\mathcal{C}) \rightarrow \mathcal{C}$ induces an algebra morphism $f: \operatorname{Gr}(Z(\mathcal{C})) \otimes_{\mathbb{Z}} K \rightarrow \operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ whose image is contained in the center of $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$. In particular, from the proof of [56, Lemma 3.1] we may see that

$$
f\left(\sum_{Y \in \operatorname{Irr}(Z(\mathcal{C}))} Y Y^{*}\right)=\sum_{i, j \in I} X_{i} X_{j} X_{i^{*}} X_{j^{*}} .
$$

Thus, $\sum_{i, j \in I} X_{i} X_{j} X_{i^{*}} X_{j^{*}}$ is a central invertible element in $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$. This together with Lemma 5.5 .1 shows that $c_{V} \neq 0$ for any simple $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$-module $V$. We conclude that $\operatorname{Gr}(\mathcal{C}) \otimes_{\mathbb{Z}} K$ is semisimple by [32, Theorem 7.2.6], and hence $m_{\mathcal{C}} \neq 0$ in $K$ by Proposition 5.2.2. This gives the desired result that $m_{\mathcal{C}} \neq 0$ in $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$.

We are now ready to state the relationship between the Casimir number $m_{\mathcal{C}}$ and the Frobenius-Schur exponent $N$ of $\mathcal{C}$.

Theorem 5.5.3 Let $\mathcal{C}$ be a spherical fusion category over $\mathbb{C}$. The Casimir number $m_{\mathcal{C}}$ and the Frobenius-Schur exponent $N$ of $\mathcal{C}$ have the same prime factors.

Proof.For the Casimir number $m_{\mathcal{C}}$, there is some $a \in \operatorname{Gr}(\mathcal{C})$ such that $\sum_{i \in I} X_{i} a X_{i^{*}}=$ $m_{\mathcal{C}}$. Applying $\operatorname{dim}$ to this equality, we have $\operatorname{dim}(\mathcal{C}) \operatorname{dim}(a)=m_{\mathcal{C}}$ in $\mathbb{Z}\left[\xi_{N}\right]$. Note that $(N)$ and $(\operatorname{dim}(\mathcal{C}))$ are two principal ideals of $\mathbb{Z}\left[\xi_{N}\right]$ having the same prime ideal factors (see [10, Theorem 3.9]). If $p \mid N$ for a prime number $p$, then there exists a prime ideal factor $\mathfrak{p}$ of $(N)$ such that $\mathfrak{p} \cap \mathbb{Z}=(p)$. In this case, $\mathfrak{p}$ is also a prime ideal factor of $(\operatorname{dim}(\mathcal{C}))$. Moreover, $(\operatorname{dim}(\mathcal{C})) \cap \mathbb{Z} \subseteq \mathfrak{p} \cap \mathbb{Z}=(p)$. It follows from
$m_{\mathcal{C}}=\operatorname{dim}(\mathcal{C}) \operatorname{dim}(a)$ that $m_{\mathcal{C}} \in(\operatorname{dim}(\mathcal{C})) \cap \mathbb{Z} \subseteq(p)$, and hence $p \mid m_{\mathcal{C}}$. Conversely, if $p \nmid N$ for a prime $p$, we need to show that $p \nmid m_{\mathcal{C}}$. Let $\mathfrak{p}$ be a prime ideal of $\mathbb{Z}\left[\xi_{N}\right]$ such that $\mathfrak{p} \cap \mathbb{Z}=(p)$. Then $(N) \nsubseteq \mathfrak{p}$ since $p \nmid N$. This implies that $(\operatorname{dim}(\mathcal{C})) \nsubseteq \mathfrak{p}$. Especially, $0 \neq \operatorname{dim}(\mathcal{C}) \in \mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$. It follows from Theorem 5.5.2 that $m_{\mathcal{C}} \neq 0$ in $\mathbb{Z}\left[\xi_{N}\right] / \mathfrak{p}$. In other words, $m_{\mathcal{C}} \notin \mathfrak{p} \cap \mathbb{Z}=(p)$ and hence $p \nmid m_{\mathcal{C}}$.

Remark 5.5.4 Let $(N)$ and $(\operatorname{dim}(\mathcal{C}))$ be principal ideals of $\mathbb{Z}\left[\xi_{N}\right]$ generated by $N$ and $\operatorname{dim}(\mathcal{C})$, respectively. The statement of [10, Theorem 3.9] that $(N)$ and $(\operatorname{dim}(\mathcal{C}))$ have the same prime ideal factors is called the Cauchy theorem for a spherical fusion category. Indeed, applying this to the case $\mathcal{C}=\operatorname{Rep}(G)$ for a finite group $G$, we obtain the classical Cauchy theorem for finite groups: $\operatorname{dim}(\mathcal{C})=|G|$ and $N=\exp (G)$ have the same prime factors. Now, Theorem 5.5 .3 shows that all of the numbers $m_{\mathcal{C}}, n_{\mathcal{C}}, d_{\mathcal{C}}$ and the Frobenius-Schur exponent $N$ of $\mathcal{C}$ have the same prime factors. This may be thought of as another statement of the Cauchy theorem for spherical fusion categories.
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