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Abstract. In this paper, we focus on the application of the Peaceman—Rachford splitting
method (PRSM) to a convex minimization model with linear constraints and a separable objective
function. Compared to the Douglas—Rachford splitting method (DRSM), another splitting method
from which the alternating direction method of multipliers originates, PRSM requires more restrictive
assumptions to ensure its convergence, while it is always faster whenever it is convergent. We first
illustrate that the reason for this difference is that the iterative sequence generated by DRSM is
strictly contractive, while that generated by PRSM is only contractive with respect to the solution
set of the model. With only the convexity assumption on the objective function of the model under
consideration, the convergence of PRSM is not guaranteed. But for this case, we show that the first
t iterations of PRSM still enable us to find an approximate solution with an accuracy of O(1/t).
A worst-case O(1/t) convergence rate of PRSM in the ergodic sense is thus established under mild
assumptions. After that, we suggest attaching an underdetermined relaxation factor with PRSM
to guarantee the strict contraction of its iterative sequence and thus propose a strictly contractive
PRSM. A worst-case O(1/t) convergence rate of this strictly contractive PRSM in a nonergodic
sense is established. We show the numerical efficiency of the strictly contractive PRSM by some
applications in statistical learning and image processing.
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1. Introduction. We consider the following convex minimization model with
linear constraints and a separable objective function:

(1.1) min{6,(z) + 02(y) | Ar+ By =b, x € X,y € V},

where A € RM>*™ B e RMm*"2 p e R™ X C R and Y C R™ are closed convex
sets, and 61 : X — R and 0 : Y — R are convex functions. Note that both #; and
02 could be nonsmooth functions. Throughout, the solution set of (1.1) (denoted by
S*) is assumed to be nonempty.

When A=1,,, B=—1,,b=0, X =R and Y = %™, the model (1.1) reduces
to

(1.2) min{0, (z) + 02(z) | = € R™},
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where 61 and 6 can be explained, respectively, as data-fidelity and regularization
terms for some ill-posed inverse problems arising widely in statistical learning and
image processing areas. Because of the separable structure in its objective function,
the majority of efficient solvers for (1.1) in the literature belong to the category of
the splitting method, which is effective for taking advantage of the properties of the
functions #; and 0, individually in the algorithmic design. The resulting subproblems
are usually easy enough to have closed-form solutions or can be solved easily up
to high precisions; therefore, the implementation of such an algorithm is extremely
easy and its convergence is fast. A benchmark is the alternating direction method of
multipliers (ADMM) proposed in [24] (see also [9, 21]), which has received tremendous
attention from a number of areas recently (see, e.g., [6, 17, 22] for review papers).
As analyzed in [20], ADMM is just an application of the Douglas-Rachford splitting
method (DRSM) in [15, 39] to the dual problem of (1.1), and its iterative scheme
reads as

(1.3)
gh+l = argmin{6;(z) — (\*)T(Az + By* — b) + 2| Az + By* —b||? | 2 € &},
y*+! = argmin {f(y) — (\*)T (A2t + By — b) + 5|| 42" + By — b2 |y eV},
/\chrl _ /\k —ﬂ(A{EkJrl + B k+1

A

Yy - b)7

where A € R™ is the Lagrange multiplier associated with the linear constraints in
(1.1) and S > 0 is a penalty parameter.

In this paper, we focus on the application of the Peaceman—Rachford splitting
method (PRSM) in [39, 46] to (1.1). As elaborated on in [20], applying PRSM to the
dual of (1.1), we obtain the iterative scheme of PRSM for (1.1),

(1.4)
x’”ll = argmin{ 6 (z) — (\*)7 (Az + By* — b) + 5|| Az + By" — b|]? |z e X},
Ntz = \F — ﬁ(Axk'H —|—Byk _ b),
y** = argmin {0a(y) — (\**2)7 (Az"*! + By — b) + 2| Az + By — b | y € V},
AL \k+E B(Az* 1 4 Byktl —p),

where A € R and S have the same meaning as (1.3). As analyzed in [20], the PRSM
scheme (1.4) differs from ADMM “only through the addition of the intermediate
update of the multipliers (i.e., )\’”%); it thus offers the same set of advantages.” The
PRSM scheme (1.4), however, according to [20] again (see also [23]), “is less ‘robust’
in that it converges under more restrictive assumptions than ADMM.” Also, it was
remarked in [20] that the PRSM scheme (1.4) with optimal parameters converges
on the linear rate if Lipschitz continuity and coercivity of 965 (where 65 denotes
the conjugate function of 65) are assumed. We refer the reader to [3, 25] for some
numerical verification of the efficiency of PRSM.

We first show that the difference between DRSM and PRSM in convergence can
be illustrated by the contraction property of their iterative sequences.! More specif-
ically, the iterative sequence generated by DRSM is strictly contractive with respect
to the solution set of (1.1), as proved in [29], while this does not hold for the iter-
ative sequence generated by PRSM (see (3.20)). This difference is also the reason
a worst-case O(1/t) convergence rate of ADMM for (1.1) in a nonergodic sense can
be established in [32], while we can only establish the same convergence rate in the

IFort the definition of a contractive sequence we refer the reader to [5].
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ergodic sense for the PRSM scheme (1.4);? see Theorem 4.1. Also inspired by the
failure of strict contraction of PRSM’s iterative sequence, we find that when an un-
derdetermined relaxation factor o € (0,1) is attached to the penalty parameter 8 in
the steps of Lagrange multiplier updating in (1.4), the resulting sequence becomes
strictly contractive with respect to the solution set of (1.1). This strict contraction
property makes it possible to establish a worst-case O(1/t) convergence rate in a non-
ergodic sense for the PRSM (1.4) with an underdetermined relaxation factor, which
will be named as a strictly contractive PRSM from now on. Let us specify the iterative
scheme of the strictly contractive PRSM for (1.1):
(1.5)
2"+ = argmin{ 0y (v) — (\))T (Az + By* — b) + £ Az + By* — b2 |z e X},
Mot = AP — qB(Az* ! 4 Byk —b),
Ykt = argmin{ﬁg(y) — ()\kJr%)T(Axk*l + By —b) + gHAgck“ + By — b||? ‘ y € y},
AL = AR5 f(AahH! + Byt —b),

where o € (0,1). Note that we follow the standard terminology in numerical linear
algebra and call @ € (0,1) an underdetermined relaxation factor; see also [18, 26].
As we shall show, the consideration of an additional relaxation factor in the PRSM
scheme (1.5) ensures the sequence generated by (1.5) to be strictly contractive with
respect to the solution set of (1.1). Thus we can establish some worst-case convergence
rates for (1.5) without any further assumption on the model (1.1). Numerically, we
can simply choose « close to 1.

The rest of this paper is organized as follows. In section 2, we summarize some
useful preliminary results and prove some simple assertions for further analysis. Then,
we prove some properties for the sequence generated by the strictly contractive PRSM
(1.5) in section 3. In section 4, we establish a worst-case O(1/t) convergence rate
in the ergodic sense for the PRSM scheme (1.4); and in section 5, we establish a
worst-case O(1/t) convergence rate in a nonergodic sense for the strictly contractive
PRSM scheme (1.5). Then, we show the numerical efficiency of the strictly contractive
PRSM in section 6 by some applications to statistical learning and image processing.
Some comparisons with existing efficient methods are also reported. Finally, some
conclusions are drawn in section 7.

2. Preliminaries. In this section, we summarize some useful preliminaries known
in the literature and prove some simple conclusions for further analysis.

2.1. Variational reformulation of (1.1). First, as in the work [31, 32] for
analyzing the convergence rate of ADMM, we need a variational inequality (VI) re-
formulation of the model (1.1) and a characterization of its solution set. More specif-
ically, solving (1.1) is equivalent to finding w* = (z*,y*, \*) € Q := X x Y x R™ such
that

(2.1a) VI(Q, F,0) : O(u) — 0(u*) + (w — w*)TF(w*) >0 YweQ,

2We follow [42, 43] and many others to measure the worst-case convergence rate in terms of the
iteration complexity. That is, a worst-case O(1/t) convergence rate means the accuracy of a solution
under certain criteria is of the order O(1/t) after ¢ iterations of an iterative scheme; or, equivalently,
it requires at most O(1/¢) iterations to achieve an approximate solution with an accuracy of e.
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where

(2.1b)
. x —AT)

u= ( > ,w= |y |, Flw)= —-BT ) , and O(u) = 61(z) + 02(y).
Y A Az + By —b

Since the mapping F(w) defined in (2.1b) is affine with a skew-symmetric matrix, it
is monotone. We denote by Q* the solution set of VI(2, F, ), and it is not nonempty
under our nonempty assumption onto S*.

According to Theorem 2.3.5 in [19], a very useful characterization of Q* can be
summarized in the following theorem. Its proof can be found in [19, 31].

THEOREM 2.1. The solution set of VI(Q, F,0) is closed and convez, and it can
be characterized as

(2.2) O = () {@eQ:0(u)—0(@) + (w— )" F(w) > 0}.

weN

Theorem 2.1 thus implies that @ € € is an approximate solution of VI(£2, F, 0)
with an accuracy of O(1/t) if it satisfies

(2.3) itel%{ﬁ(ﬁ) —0(u) + (0 —w)"F(w)} <e,

with € = O(1/t) and D C Q a compact set.> In fact, this characterization makes
it possible to analyze the convergence rate of ADMM and other splitting methods
via the VI approach rather than the conventional approach based on the functional
values in the literature. In the following, we shall show that either sequence (1.4) or
sequence (1.5) enables us to find an approximate solution of (1.1) in the sense of (2.3)
after t iterations.

2.2. Some notation. As mentioned in [6] for ADMM, the variable = is an
intermediate variable during the PRSM iteration since it essentially requires only
(y*,A\*) in (1.4) or (1.5) to generate the (k + 1)th iterate. For this reason, we define
the notation v* = (y*, \¥), V =Y x R™,

it suffices to analyze the convergence rate of the sequence {v*} to the set V* in order
to study the convergence rate of the sequence {w*} generated by (1.4) or (1.5). Note
that V* is also closed and convex.

Then, we define some matrices in order to present our analysis in a compact way.
Let

B I, 0
(24) M = ( —afB  2al,, >
and
0 0
(2.5) Qo= | BBTB —aBT
—B %Im

3As in [44], the compact set D can be chosen as Dy (@) = {w € W | |lw — @[ < 1}.
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In (2.5), “0” is a matrix with all zero entries in appropriate dimensionality. We further
define

BTB —aBT
(2.6) Q= ( s ;Im )

as the submatrix of Qg excluding all the first zero rows. The matrices @y and @ are
associated with the analysis for the sequences {w*} and {v"*}, respectively. Last, for
a € (0,1] we define a symmetric matrix

1 2 —-a)BBTB BT

Below we prove some assertions regarding the matrices just defined. These asser-
tions will be used in our theoretical analysis about the convergence rate of (1.4) and
(1.5); their role is to make our proof presentable in compact notation.

LEMMA 2.2. The matriz H defined in (2.7) is positive definite (if B is a full
column rank matriz) for « € (0,1) and positive semidefinite for o = 1.

Proof. We have

1 \/BBT 0 (2 - a)Im —In \/BB 0
=3 (0 ) ) OV )

[e3

(557 %)

is positive definite if o € (0,1) and positive semidefinite if & = 1. The assertion of
this lemma is thus proved. 0

LEMMA 2.3. The matrices M, Q, and H defined, respectively, in (2.4), (2.6),
and (2.7) have the following relationships:

Note that the matrix

(2.8) HM =Q
and

T T (1-a) 1
(2.9) Q" +Q—M"HM » mM HM.

Proof. Using the definitions of the matrices M, @, and H, by a simple manipu-
lation, we obtain

HMZ}((Z—@)BBTB —BT>< In, 0 )

2 —-B a51m —afB  2al,
_1(28B"B —2aBT \ _
=3\ B 21, )7

The first assertion is proved. Consequently, we get

MTHM _ MTQ _ ( I’I’L2 —aﬂBT > < ﬁBTB —O[BT >

0 2al,, -B %Im
([ 1+a)BB"™B —2aBT
B —2aB %‘"Im ’
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Using (2.6) and the above equation, we have

(210) @+ -atmi=a-a (P20 )
E m
Note that

BB —BT . ([ (1+a)BB™B —2BT
(2.11) 2(1—|—O¢) ( _B %Im —M"HM = _9B 4+52a1m .

Because

14+a) -2
( -2 44 2a z0 Vaz0,

the right-hand side of (2.11) is positive semidefinite. Thus, it follows that

< sBTB —BT > . 1

—— MTHM.

(2.12)

Substituting (2.12) into (2.10), we obtain (2.9), and the lemma is proved. O

Remark 2.1. When a = 1, the matrices H defined in (2.7) and QT +Q - MTHM
are both positive semidefinite. However, in the following analysis we still use ||v— || g
and [[v — 9||(@r4+q—mTHM) to denote, respectively,

v —dllg = (v — ) H(v— f}))l/Q

and
- - S\ 1/2
lo=5ll@rsq-mrmm = (0 =97 (QT +Q - MTHM)(v - )"/
for v, © € Y x R™. This slight abuse of notation will simplify the notation in our
analysis greatly.

3. Contraction analysis. In this section, we analyze the contraction property
for the sequence {v*} generated by the PRSM scheme (1.4) or the strictly contractive
PRSM scheme (1.5) with respect to the set V*. The convergence rate analysis for
(1.4) and (1.5) to be presented is based on this analysis of contraction property. Since
(1.4) can be included by the strictly contractive PRSM scheme (1.5) if we extend the
value of & = 1 and if the algebra of convergence analysis for these two schemes are
of the same framework, below we only present the contraction analysis for (1.5); the
analysis for (1.4) is readily obtained by taking e = 1 in our analysis.

First, to further simplify the notation in our analysis, we need to define an aux-
iliary sequence {@w"*} as

jk 13k+1
(3.1) "= g | = yk+l :
AE Ao — B(Az*+L + Byk —b)

where (zF+1, y**+1) is generated by (1.4) or (1.5). Note that with the notation of @w",
we immediately have

(3.2) okt = gk Yt =gk, and ARt =\ a(AF — XF),

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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The strictly contractive PRSM (1.5) can be written as

i* = argmin {61 (z) — (\*)T Az + 8)|Az + By* —b|)? |ze X},
3.3 -
(3:3) §" = arg min {Hg(y)— A — a(\F = AM)]" By + 5| A" + By — b||? |y e y}.

Then, based on (1.5) and (3.2), we immediately get

AL = \kF3 _ 0 B(AFF + Bj* —b)
— N —a(\F = 3F) — a[B(AF* + By* —b) — BB(yF — )]
=\ —a(AF = 3k — a[(AF = XF) — BB(yF — §¥)]
(3.4) =¥ — [2a(\* = NF) — aBB(y* — §M)].

k+1

Furthermore, together with y = §*, we have the relationship

YN (VN I 0 vt =g
AL T \R —aBB  2al,, Mo\ )

which can be rewritten in a compact form by using the notation of v* and o*:
(3.5) P = ok — M(F — o),

where M is as defined in (2.4).

Now, we start to prove some properties for the sequence {@w*} defined in (3.1).
Recall that our primary purpose is to analyze the convergence rate for the sequences
(1.4) and (1.5) based on the solution characterization (2.2), and the accuracy of
an approximate solution w € €2 is measured by an upper bound of the quantity
of (@) — O(u) + (0 — w)T F(w) for all w € Q (see (2.3)). Hence, we are interested
in estimating how accurate the point @w* defined in (3.1) is to a solution point of
VI(Q, F, 0). The main result is proved in Theorem 3.4. But before that, we first show
some lemmas. The first lemma presents an upper bound of 6(@) —6(u) + (@ —w)T F(w)
for all w € Q in terms of a quadratic term involving the matrix Q.

LEMMA 3.1. For given vF € Y x R™, let wFt! be generated by the strictly
contractive PRSM scheme (1.5), and let @* be as defined in (3.1). Then, we have
Wk € Q and

(3.6) O(u) — 0(i*) + (w — ") TF(@*) > (v —F)TQ* — %) VweQ,

where the matriz Q) is as defined in (2.6).
Proof. Since 2**! = #* by deriving the first-order optimality condition of the
z-minimization problem in (3.3), we have

(3.7)  O1(2) — 01(&%) + (x — ) T{AT[B(AZ* + By* —b) — N\F]} >0 VzeX.
According to the definition (3.1), we have

(3.8) M= \F — B(AF* + By* —b).

Using (3.8), the inequality (3.7) can be written as

(3.9) 01(z) — 01(i%) + (x — ) T{-ATIN} >0 Vzex.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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Similarly, by deriving the first-order optimality condition of the y-minimization prob-
lem in (3.3), we get

(3.10) O2(y)—02(5")+(y—5")" BT {B(AZ" +Bg*~b) = [\ ~a(\* =)} = 0¥y € V.
Again, using (3.8), we have

B(AZF + Bj* —b) — [N\F — a(AF — \F)]
= —(A" = \¥) + BB(" — yF) — [\ — a(AF — 3F)]
= N g ﬁB(gk — yk) — 04(5\]C — /\k).

Consequently, it follows from (3.10) that
(3.11) ) )
02(y) = 02(5") + (y — ) {=B"M + BBTB(G* —¢*) —aBT(\ =N )} > 0vy e Y.

In addition, based on (3.1) we have

(3.12) (AzZ* + Bj* — b) — B(§* — y*) + %(X’f -\ =o.

Combining (3.9), (3.11), and (3.12), we get w* = (Z*, 7% \¥) € Q; and for any
w = (x,y,\) € Q, it holds that

e—ik \ " —AT )k 0
0(u)—0(a*)+ ( y— g~ > {( — BTk > + ( BBTB(j" — y*) — aBT (\F = \F) )} >0.
A — Ak Ak + Bgk —b —B(i" =) + 5(\F = AF)
The assertion (3.6) is only a compact form of the above inequality by using the
notation of @ in (2.6), w and F in (2.1b), and v. The proof is complete. d

Based on the optimality condition (2.1) and Lemma 3.1, we can prove the follow-
ing lemma, which makes it possible to measure the accuracy of @* to a solution point
in W* by the quantity ||v* —v¥¥1||2,. This is also an important assertion to establish
a nonergodic convergence rate for the proposed strictly contractive PRSM in section
5.

LEMMA 3.2. Let {w*} be generated by the strictly contractive PRSM scheme
(1.5), and let {w*} be as defined in (3.1); let M, Q, and H be as defined in (2.4), (2.6),
and (2.7), respectively. Then, @ is a solution of VI(Q, F,0) if ||v* — v*+1||%, = 0.

Proof. By using Q = HM and M (vF — o%) = vF — v*+1 (see (2.8) and (3.5)), it
follows that

(3.13) (v —TQMWF — %) = (v — *)TH(WF — o).
Substituting this into (3.6), we get
(3.14)  B(u) — 8(@") + (w — )T F(@0F) > (v — T H@P — %) Vw e Q.

Note that @* € Q. Since H is positive semidefinite, in the case [[v¥ —v¥T1]|2, = 0, we
have H(v* — v*+1) =0, and thus

" € Q, Ou) - 0@@") + (w— ") F@*) >0 YweQ.

According to (2.1), @* is a solution of VI(Q, F,6). 0O
In the next lemma, we aim at further bounding the term (v — o%)TQ(v* — o)
found in Lemma 3.1 by the difference of two quadratic terms involving two consecutive

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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iterates of the sequence {v*} and a quadratic term involving v* and the auxiliary
iterate o*. This refined bound is convenient for the manipulation over the whole
sequence {v*} recursively and thus for establishing the convergence rate of {v*} in
either the ergodic or a nonergodic sense.

LeEMMA 3.3. Let {wk} be generated by the strictly contractive PRSM scheme
5), and let {W"} be as defined in (3.1); let M, Q, and H be as defined in (2.4),

1.5
2.6), and (2.7), respectively. Then we have
3.1

5)

(
(
(
(0 - 7)7TQUE ~ %) > S, - W 1z v e v,

k12
- +
”v v ”H) 4(1_|_ )

(||v—v

[\J|F—‘

Proof. For the vectors a, b, ¢, d in the same space and a matrix H with appropriate
dimensionality, we have the identity

1 1
(a=0)TH(c—d) = S{la—dlf = lla—cllfr} + S {lle = bllF — Id = blI73-

In this identity, we take

b ~k k k+1

a=w, =0%, c¢=2", and d=w

and substitute it into the right-hand side of (3.13). The resulting equation is
(3.16)

. ey 1 1 i .
(=37 Q" =5") = 5 (v ="M F = llv =" 17) + 5 (" = "I — 0" = 2" 7).

Now, we deal with the last term of the right-hand side of (3.16). By using (3.5) and
(2.8), we get
[ A [
= [l = oI — (" = o%) = (" =M
ot — 0" - ) - MEF -5
= 20 =M THM W — %) — (W% = *)YTMTHM (v* — o)

2.8) (0F — T (QT + Q — MTHM)(W" — %)

[

(

(2.9) (1-a) k _ ~k\NT agT kE =~k
> - 7 — M*HM —
20T a) (v ") (v o)
(3:5) (1_ )” k k+1H2
2(1+ «) A

Substituting into (3.16), we obtain the assertion (3.15). The proof is complete. O

Now we are ready to present an inequality where an upper bound of (") —6(u)+
(% —w)T F(w) is found for all w € Q. This inequality is also crucial for analyzing the
contraction property and the convergence rate for the iterative sequence generated by
either (1.4) or (1.5).

THEOREM 3.4. For given v* € Y x R™, let w1 be generated by the strictly
contractive PRSM scheme (1.5), and let w* be as defined in (3.1); let M and H be as
defined in (2.4) and (2.7), respectively. Then, we have w* € Q and

11—«
(v = "% = flo - Uk”%{) + m””k — " Vwe Q.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.


HeBS
高亮


Downloaded 07/28/14 to 158.182.168.57. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

1020 B. HE, H. LIU, Z. WANG, AND X. YUAN

Proof. First, because of the monotonicity of F(w), we have
(w—w)"(F(w) — F(@)) >0 Yw, @ € Q.

Then, using the above inequality and replacing the right-hand side term in (3.6) with

the inequality (3.15), we obtain the assertion (3.17). The proof is complete. O
The assertion (3.17) also enables us to study the contraction property of the

sequence {v*} generated by (1.4) or (1.5). In fact, setting w = w* in (3.17) where w*

is an arbitrary solution point in Q*, we get

(3.18)

¥~ =~ > =

2(1+a) [~ |3 +2{0(a") ~0(w*) +(@" —w") T F (w*)}.
Recall the optimality in (2.1). We thus have

1—-«
21+ «)

Therefore, when a = 1, i.e., for the PRSM scheme (1.4), we have

(3.19) [ A e l* — " ot e V.

(3.20) [ A S 2

which means the sequence {v*} generated by (1.4) is contractive, but not strictly, to
the set V*. In fact, it is possible that the sequence {v*} stays away from the solution
set with a constant distance (i.e., the equivalence in (3.20) holds for any k); hence no
convergence of (1.4) is guaranteed under our assumption on (1.1). In [12] and [16],
such an example was shown. On the other hand, when « € (0, 1), the inequality (3.19)
ensures a reduction of ﬁﬂvk — v*1|% to the set V* at the (k + 1)th iteration;
i.e., the strict contraction of {v*} is guaranteed for the sequence generated by (1.5).
Recall Lemma 3.2, which indicates that |[v¥ — v**1||%, # 0 whenever a solution is
not yet found. Thus, the inequality (3.19) implies that the sequence {v*} generated
by the proposed strictly contractive PRSM (1.5) converges to V* with a guaranteed
reduction of proximity to the solution set. As we have mentioned, the difference of
contraction between (3.19) and (3.20) is also the reason we can establish a nonergodic
convergence rate for the strictly contractive PRSM (1.5) in section 5 while only the
ergodic convergence rate can be established for the original PRSM (1.4) in section 4.

4. Convergence rate of (1.4) in the ergodic sense. In this section, we show
that although the original PRSM (1.4) might not be convergent to a solution point of
the model (1.1), it is still possible to find an approximate solution of VI(2, F, §) with
an accuracy of O(1/t) based on the first ¢ iterations of the PRSM scheme (1.4). This
estimate helps us better understand the convergence property of the original PRSM
(1.4).

THEOREM 4.1. Let {w*} be generated by PRSM (1.4) and {@*} be defined by
(3.1). Let ws be defined as

(4.1) Wy = th:uv’“.

t—|—1k:0

Then, for any integer number t > 0, w; € Q and

(4.2) () — O(u) + (0 —w)" F(w) <

0112
— % (S Q)
2(t 1)HU v HH w )
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where H is as defined in (2.7).

Proof. First, because of (3.1), it holds that @* € Q for all k > 0. Together with
the convexity of X and Y, (4.1) implies that w; € Q. Second, by taking o = 1 in
(3.17) we have

1 1
(4.3)  O(u) —0(@") + (w — )T F(w) + §Hv —oF||% > §||v —oF 3 v e Q.

Summing the inequality (4.3) over k =0, 1,...,t, we obtain

1
“|lo =% >0 Vwe .

(1 1)0(u) — 32 0) + ((t+ 1w - Zﬁ)k)TF(w) +3
k=

0 k=0

Using the notation of wy, it can be written as
t

(44)  —= 0@k) - 0(u) + (b — w)" F(w) <

1
t+14= ~2t+1)

lv— % Yw € Q.

Since 0(u) is convex and

we have that

Substituting this into (4.4), the assertion of this theorem follows directly. O

Let 00 = (y°, A\Y) be the initial iterate. For a given compact set D C Y x R™, let
d = sup{||v — v°||g |v € D}. Then, after ¢ iterations of the PRSM (1.4), the point
W € () defined in (4.1) satisfies

~ ~ d2
sup {6(@:) = 0(u) + (@ — w)"F(w)} < 3=,

which means @ is an approximate solution of VI(, F, ) with an accuracy of O(1/t)
(recall (2.3)).

Remark 4.1. In the proof of Theorem 4.1, we take a = 1 in (4.3). Obviously, the
proof is still valid if we take o € (0,1). Thus, a worst-case O(1/t) convergence rate
in the ergodic sense can be established easily for the strictly contractive PRSM (1.5).
As we shall show in section 5, this is less interesting because a nonergodic worst-case
O(1/t) convergence rate can be established for (1.5). We thus omit the details.

5. Convergence rate of (1.5) in a nonergodic sense. In this section, we
show that the sequence {v*} generated by the strictly contractive PRSM scheme
(1.5) is convergent to a point in V*, and its worst-case convergence rate is O(1/t) in
a nonergodic sense. Our starting point for the analysis is the inequality (3.19), and
a crucial property is the monotonicity of the sequence {||v* — v¥*1(|2,}. That is, we
will prove that

Hkarl —UkJFZH%[S ”,Uk_karlH%I VkZO.
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We first take a closer look at the assertion (3.6) in Lemma 3.1.

LEMMA 5.1. Let {w*} be the sequence generated by the strictly contractive PRSM
(1.5), let w* be as defined in (3.1), and let the matriz Q be as defined in (2.6). Then,
we have

(51) (f;k _ ﬁk—H)TQ{(’Uk _ f;k) _ (Uk+1 _ ﬁk—i—l)} > 0.
Proof. Setting w = w**! in (3.6), we have
(52) a(akJrl) _ 9(,&1@) + (warl _ ﬂ}k)TF(ﬂ}k) > (,[}kJrl _ ’lNJk)TQ(’Uk _ f;k).

Note that (3.6) is also true for k := k + 1, and thus

O(u) — (@) + (w — T F@@ 1) > (v — FHT QL — 57+1) Y € Q.
Setting w = @" in the above inequality, we obtain
(5.3)  O(a*) — O(@1) + (@F — T F(@F ) > (8 — g TQoR ! — k1,

Adding (5.2) and (5.3) and using the monotonicity of F', we get (5.1) immediately. O
LEMMA 5.2. Let {w*} be the sequence generated by the strictly contractive PRSM

(1.5); let the matrices M, Q, and H be as defined in (2.4), (2.6), and (2.7), respec-

tively. Then, we have

(5.4)

(Uk_,UkJrl)TH{(,Uk_karl)_(karl _vk+2)} > 3+«

ko k+1y_ (o k1 k+2
e Tepn | (GO IR

13-
Proof. Adding the equation
(0% = %) — (WFFT — FHINTQLF — 5%) — (oF+! — gF+1))
= Sk = ) = @ = )
to both sides of (5.1), we get
(5.5) (vF —oF DT QL (vF —5F)— (k1 —gh+1)} > %H(Uk_ﬁk)_(vk+l_f}k—i—l)”%QTJrQ).
By using Q = HM and M (v* —o%) = v% —vF+1 (see (2.8) and (3.5)) in the left-hand

side of (5.5), we obtain
(5.6)

1 - -
(Uk _ ,UkJrl)TH{(vk _ ,UkJrl) _ (UkJrl _ vk+2)} > 5 ”(,Ulc _ ’Uk) _ (U]C+1 _ vk+1)||%QT+Q)'
Due to (2.9) we have
3+ )
Ty BT gy

AR Ti
Substituting this into the right-hand side of (5.6) and using M (v* — oF) = v¥ — pF+1
again, we obtain (5.4), and the lemma is proved. O

Now, we are ready to prove the monotonicity of the sequence {||v* — vF+1]|2,1.

THEOREM 5.3. Let {wF} be the sequence generated by the strictly contractive
PRSM (1.5), let @ be as defined in (3.1), and let the matriv H be as defined in
(2.7). Then, we have

11—«

(5.7) oM — " F2(F < Jlof — M| - M +a)

H(Uk _ UkJrl) o (vk+1 o vk+2)|‘%{'
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Proof. Setting a = (v* — v**1) and b = (v**! — v**+2) in the identity
lallF — 1% = 20" H(a —b) — [la — 0|3,
we obtain

k _ Uk+1 o ||Uk+1 _ ,Uk+2H%{

[[v [
_ 2(’Uk o ,Uk+1)TH{(,Uk o ,Uk+1) o (,Uk+1 o ,Uk+2)} o ”(vk o ,Uk+1) o (,Uk+1 o ,Uk+2)H%{.

Inserting (5.4) into the first term of the right-hand side of the last equality, we obtain

1—«
o = o8y = o = ol 2 gy N =) = P = o .

The assertion (5.7) follows from the above inequality directly, and the proof is com-
plete. d

Now, we can establish a worst-case O(1/t) convergence rate in a nonergodic sense
for the strictly contractive PRSM scheme (1.5).

THEOREM 5.4. Let {w'} be the sequence generated by the strictly contractive
PRSM scheme (1.5). For any v* € V*, we have

21+«
t_ 2 o 0 2
Proof. First, it follows from (3.19) that
(59) ii”vk_karlHZ < ”,UO_,U*HZ Vot e P*
' 2(1+a) & = " '

According to Theorem 5.3, the sequence {|[v* — v**1]|2} is monotonically non-
increasing. Therefore, we have

t
(5.10) (¢ -+ Dllo" = v HIF < D Ik — ot
k=0

The assertion (5.8) follows from (5.9) and (5.10) immediately. The proof is com-
plete. d

Notice that V* is convex and closed. Let v? = (y°, \%) be the initial iterate and
d := inf{||v® — v*||g |v* € V*}. Then, for any given ¢ > 0, Theorem 5.4 shows that

the strictly contractive PRSM scheme (1.5) needs at most k = L%J iterations
to ensure that ||v* —v*+1||2, < e. Tt follows from Lemma 3.2 that w**1 is a solution of
VI(Q, F, 0) if ||o* —vkT1]|2, = 0. A worst-case O(1/t) convergence rate in a nonergodic
sense for the strictly contractive PRSM scheme (1.5) is thus established in Theorem
5.4.

6. Numerical results. In this section, we verify the theoretical assertions ana-
lyzed in previous sections by some numerical experiments. We focus on some applica-
tions of the abstract model (1.1) in statistical learning and image processing, including
the least absolute shrinkage and selection operator (LASSO) model, the group LASSO
model, the sparse logistic regression model, the image deblurring problem, the image
inpainting problem, and the magnetic resonance imaging (MRI) problem. We shall
verify the following assertions.
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(1) The original PRSM (1.4) is indeed fast if it is convergent; the assertions in
[20, 23] are thus further backed up.

(2) For some scenarios of (1.1), the original PRSM (1.4) might fail to converge
while the proposed strictly contractive PRSM (1.5) is convergent; the theo-
retical significance of the underdetermined relaxation factor « is thus verified.

(3) For the proposed strictly contractive PRSM (1.5), the underdetermined re-
laxation factor a can be easily determined. In fact, empirically, o € [0.8,0.9]
is preferred for all tested cases.

(4) The proposed strictly contractive PRSM (1.5) converges quickly for a wide
range of applications, and it numerically outperforms some efficient methods
in the literature.

We shall use the previously mentioned statistical leaning models to illustrate the first
three assertions, and the last assertion will be verified by the previously mentioned
imaging models. Our code was written by MATLAB 2012a, and all the numerical
experiments were conducted on a laptop computer with a 2.9GHz i7 processor and
an 8GB memory.

6.1. Statistical learning problems. In this subsection, we test some popular
sparse learning models in the area of statistical learning. As we have mentioned,
via these models our purpose is to justify the advantages of the proposed strictly
contractive PRSM (1.5) itself. We thus choose the ADMM (1.3) as the only benchmark
for numerical comparison in this subsection. Note that the ADMM (1.3) has been
shown to be a widely applicable efficient solver for some popular statistical learning
problems; see, e.g., [6] for a review.

6.1.1. Models and iterative schemes. We first introduce the sparse learning
models to be studied.
(1) The LASSO model proposed in [51],

1
(6.1) min{§||Dx—7“|%+’Y||x|1 | xe%d},

where 7 € R” is the response vector, D € R"*¢ is the design matrix, n is the
number of data points, d is the number of features, v > 0 is a regularization
parameter, and [|z||; = Y., |z;|. The LASSO model provides a sparse
estimation of # when there are more features than data points (i.e., d > n),
and it has been very influential in several areas (e.g., bioinformatics [53, 40,
41], econometrics [7], and climate analysis [10]).

(2) The group LASSO model proposed in [55],

N
.1 v
(6.2) mln{§||Dx — 7347 ;:1 lzill2 | z € RY, 25 € 3%@}7

where Zf\il d; = d, N represents the number of disjointed groups partitioned
among the variable z, and all other settings are the same as in (6.1). The
model (6.2) promotes selecting the grouped variables (factors), which are
common in multifactor analysis-of-variance (ANOVA) problems or additive
models with polynomial or nonparametric components. In these problems,
important factors are groups of variables rather than the individual derived
variables. Group LASSO reduces to LASSO when d; = 1, which means each
group contains only one variable.
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(3) The sparse logistic regression model in [45, 34, 35],
1 n
(6.3) min{g Zlog (1+exp (—ri(DZTx—Fxo)))-F’YHxHh |z e Rz € 3%},
i=1

where z € R? is the coefficient vector, zy € R is the intercept scalar, D; € R?
(i = 1,2,...,n) are training data points, r; € {—1,1} (: = 1,2,...,n) are
corresponding labels, n is the number of data points, d is the dimension of
data, and v > 0 is a regularization parameter. After obtaining the coefficient
x and z in (6.3), we can predict a binomial categorical label rpreq With the
given input Dy, € R? by

. 1
Tpred = Slgn<—1 n e*(woJrD?;w) )

Now we illustrate how to implement the ADMM (1.3), the PRSM (1.4), and the
strictly contractive PRSM (1.5) for solving these statistical learning models. First,
for the LASSO model (6.1), by introducing an auxiliary variable y € R¢, the model
(6.1) can be reformulated as

1
00 win{gI0s el ol |2 -y = 0o, yent),

which is a special case of (1.1) where f(z) = é”Dw—rH%, 9(v) =vllyll1, n1 = ne =d,
A=1;,B=—1;,b=0, X =R and Y = R?. Therefore, the iterative scheme of the
ADMM (1.3) for (6.4) is

ah = (DTD + B~ (DTr + By* + AF),
(6.5) yk+1 _ S'y/ﬁ(fkarl _ )\k/ﬂ),
AL — \k+E B(xh+l — ykt1y.

Moreover, the iterative schemes of the PRSM (1.4) and the strictly contractive PRSM
(1.5) for (6.4) read, respectively, as

okt = (DTD + BI)~Y(DTr + By* + \F),
A+t — 2k — ﬁ(karl _ yk)’

(6.6) yhtl = Sv/ﬁ($k+1 _ )\k+%/ ),

AL — \kt+E B(xk+l — ykt1)
and

ahth = (DTD + BI)~H(DTr + By + AF),
67) Aotz — 2k aB(zF Tt — yk),

yk+1 _ S'y/ﬁ(fkarl _ )\k+%/ﬁ)7
AL — 2\ktE aﬁ(xk+1 _ yk+1).

In (6.5)—(6.7), Sk (a) is the soft-thresholding operator defined as
(Sk(a))i= 1 —r/|ai)+-a;, i=1,...,d,

for K > 0 and a € RY; see, e.g., [14].
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Similarly, by introducing y; = z; fort = 1,2, ..., N, we can reformulate the group
LASSO model (6.2) as
(6.8)

N
.1 . : :
mm{§|Da:—7’||§+72||yi||2 |2 —y;i=0,i=1,2,...,N; 2, € RY, y; € 9‘%‘11},

i=1

for which the ADMM (1.3), the PRSM (1.4), and the strictly contractive PRSM (1.5)
are implementable. The resulting iterative schemes are, respectively, as follows:

2" = (DTD + BI)~H(DTr + Byt + AY),
(6.9) it = Sy/p(w e _gAEY i=1,...,N,
/\k+1 /\k+2 _ ﬁ(l‘k—H yk+1)

a:k“l = (DTD + ﬁI)_l(DTr + Byk + AF),

(6.10) PR A

' yit =S, st VA NN S N

/\k+1 /\k+2 _ B( /k+1 yk—k—l)’

and
2" = (DTD + BI)H(Dr 4 By* +AF),
/\k+§ — )\ _ af(z k41 _ k)’

(6.11) k+ k+1 kt3
Y, SW( BN, i=1,...,N,
/\k+1 /\k+2 _ Oéﬁ( k+1 yk—k—l).

Finally, the sparse logistic regression model (6.3) can be reformulated as
(6.12)

1 n
min{g Zlog(l—&-exp(—m(D?w—i—xo))—|—7Hy|\1) |z—y=0, 20 €N,z €Ny € %d},
i=1

where y € R¢ is an auxiliary variable. Therefore, the ADMM (1.3), the PRSM (1.4),
and the strictly contractive PRSM (1.5) are all applicable to (6.12). For succinctness,
we list only the iterative scheme of the strictly contractive PRSM (1.5) in detail:
(6.13)

P4 = argming & 50 log(1 + exp(—ra(DF e + 20))) + e — o — M5B,

Aets — 2k af(zh 1 — k)7

P = 8 @ = AR, =1, N,

)\k+l )\k+2 _ aﬂ(kaJrl _ yk+1).

Note that in (6.13) the z-subproblem has no closed-form solutions. We implement
Newton’s method (coded by MATLAB) to solve this subproblem with a tolerance of
10~ and a maximum iteration number of 10.

6.1.2. Implementation details. Now we specify the setting for the sparse
learning models to be tested. For the LASSO model (6.1), we set n = 2000 and
d = 4000; each entry of D is drawn from A(0,1), and then all columns of D are
normalized; we generate a random sparse vector in R4°°° with 100 nonzero entries
from N (0, 1) as x; the noise vector € ~ N'(0,1073]) and the vector r = Dz + ¢; the
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regularization parameter is set as v = 0.1||DTr|/». For the group LASSO model
(6.2), we set n = 1500; D is also drawn from N(0,1) and normalized; the noise

vector € ~ N(0,1073]) and the vector r = Dz + ¢; we generate N = 200 blocks

with size n; uniformly distributed between 1 and 50, d = Zfil n;. Among all the

blocks, 5% have entries drawn from the standard Gaussian distribution, and the
other blocks have entries all equal to zero; the regularization parameter ~ is set
as v = 0.1max{||Dfr|a,...,|[|DLr|2}, where {D1, Ds,..., Dy} with D; € Rnxd
is a disjointed partition of D’s columns in correspondence with the partition of
{x1,z2,...,2n}. For the sparse logistic regression model (6.3), we set n = 50 and
d = 500; each vector D; € R°% has 10 nonzero entries from N(0,1); the vectors r;
are generated by r; = sign(DT z+ x¢ +¢;), where ¢; is the noise drawn from N(0,0.1);
the vector x € R? contains 100 nonzero entries drawn from N(0, 1); the intercept xo
is also from N(0,1), and ~ is set according to [34]: v = 0.1Vmax, Where Ymax is the
maximum regularization parameter above which the solution x has all zero entries.

Then, we provide some details to implement the methods to be tested. Our code
was constructed based on the code available at http://www.stanford.edu/~boyd/
papers/admm/. Hence, the ADMM (1.3) can be implemented directly by this code
package, while the implementation of the PRSM (1.4) and the strictly contractive
PRSM (1.5) require only a slight modification on the Lagrange multiplier to this
package. It is worth mentioning that in (6.5)—(6.11), we need to compute (D7D +
BI)~1 and DTr, which is quite time consuming if N and d are large. However, since
these two terms are invariant in each iteration, we need only compute it once before
all iterations. We define the stopping criterion as

1
(6.14) max{ﬁnyk N - WHZ} < Vi,

where Sy* — y*|o and §[|A¥ — A**1[]; measure the primal and dual residuals,
respectively, and € > 0 is a tolerance; see, e.g., [6, 30, 56]. Note that because of
Lemma 3.2 it is also reasonable to use this stopping criterion for the PRSM (1.4) and
the strictly contractive PRSM (1.5). For LASSO (6.1) and group LASSO (6.2), we set
€ = 10~%; and for the sparse logistic regression model (6.3), we set ¢ = 1072 since its
xz-subproblem is solved approximately at each iteration. For the penalty parameter
5, we set it as 1 for all methods; and we set @ = 0.9 for the strictly contractive PRSM
(1.4) (the reason will be explained later).

6.1.3. Results. In Table 1, we report the computing time in seconds (“time
(s)”) and the number of iterations when the ADMM (1.3), the PRSM (1.4), and the
strictly contractive PRSM (1.5) are applied to solve the above-mentioned statistical
learning models. According to this table, we see that the original PRSM (1.4) is
convergent only for the group LASSO model (6.2). For this case, the original PRSM
(1.4) is really faster than the ADMM (1.3), and it is almost as efficient as the strictly
contractive PRSM (1.4). The assertions in [20, 23] are thus verified again. For the
other two models, however, the convergence of PRSM is not witnessed. But the
proposed strictly contractive PRSM (1.4) still performs well—faster than ADMM.

To further observe the convergence of the ADMM and the strictly contractive
PRSM, in Figures 1-3 we visualize the evolution of convergence when these two
methods are applied to solve these three sparse learning models. The evolution of the
objective function value, the reduction of primal and dual residuals, and |[o®) —v*|| g
with respect to the iterations are plotted. Plots in Figure 1 show that the strictly
contractive PRSM and ADMM reach the primal tolerance at almost the same time,
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but the former reaches the dual tolerance faster than the latter. Plots in Figure 2
indicate that the strictly contractive PRSM reaches both the primal and dual tol-
erances faster than ADMM. Last, plots in Figure 3 reveal that ADMM reaches the
primal tolerance faster (but possibly jumps back to above the tolerance again), while
the strictly contractive PRSM reaches the dual tolerance much faster than ADMM.
The lower right plots in Figure 1-3 illustrate that the sequence |[v*) —v*|| ;7 decreases
monotonically, which further back up our theoretical results in (3.19).

TABLE 1
Quantitative comparison among the strictly contractive PRSM, the original PRSM, and the
ADMM for statistical learning models.

LASSO Group LASSO Sparse logistic regression
Algorithm time(s)  # iterations time(s) # iterations time(s)  # iterations
Strictly con-
tractive PRSM 1.27 53 0.53 21 2.14 41
ADMM 2.13 89 0.96 36 3.75 72
PRSM - - 0.53 23 - -

“” means that the stopping criterion max{3|y* — v**+1|2, %H)\k — AetL5} < V/de is not satisfied
after 10,000 iterations.

Objective function 0 Primal residue
10 g
% ——Strictly Contractive PRSM ——Strictly Contractive PRSM
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——Strictly Contractive PRSM 10% | - -
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0
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Fic. 1. LASSO model (6.1): Ewvolution of the objective function value, primal residual, and
dual residual, and ||[v*) —v*|| g for ADMM and the strictly contractive PRSM.
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Fic. 2. Group LASSO model (6.2): Evolution of the objective function, primal residual, and
dual residual, and ||[v*) —v*||g for ADMM and the strictly contractive PRSM.

6.1.4. Sensitivity to a. As we have analyzed, attaching an underdetermined
relaxation factor o € (0,1) to the original PRSM (1.4) can make the resulting iter-
ative sequence strictly contractive with respect to the solution set of (1.1). Thus, it
becomes possible to ensure the convergence and establish a worst-case O(1/t) conver-
gence rate in a nonergodic sense for the strictly contractive PRSM (1.5). Despite its
significant theoretical role, we would emphasize that this underdetermined relaxation
factor can be chosen easily to implement the strictly contractive PRSM (1.5). This
is an important convenience for the implementation of the strictly contractive PRSM
(1.5).

In this subsection, we take the LASSO model (6.1) to test the sensitivity of « for
the strictly contractive PRSM (1.5). We fix § = 1 and choose different values of « in
the interval [0.05,0.99]. (More specifically, we choose @ = {0.05,0.10,0.15,...,0.85,
0.90,0.91,0.92,...,0.98,0.99}.) The computing time and number of iterations re-
quired by the strictly contractive PRSM (1.5) are recorded for each choice of .
Then, we plot them in Figure 4. For comparison purposes, we also plot for ADMM
with 8 = 1. According to the curves in Figure 4, we see that the underdetermined
relaxation factor o works for a wide range of values; thus it can be chosen easily in
implementation. In particular, based on our experiments, some aggressive values close
to 1 (e.g., [0.8,0.9]) are preferred.

As is well known in the literature, the numerical performance of some augmented-
Lagrangian-based methods including the ADMM (1.3) is highly dependent on the
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Fic. 3. Sparse logistic regression model (6.3): FEwvolution of the objective function, primal
residual, and dual residual, and ||v(*) — v* || for ADMM and the strictly contractive PRSM.
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(a) a’s effect on the execution time. (b) a’s effect on the number of iterations.

F1c. 4. Sensitivity test on the underdetermined relazation factor o when g = 1.

penalty parameter 8. Theoretically, some strategies of adjusting this parameter au-
tomatically have been proposed; see, e.g., [29]. But for some concrete applications
(especially some large-scale problems or models with matrix variables), realizing this
kind of self-adaptive strategy might result in too much computation. Thus, a more
popular way to choose this parameter is to tune manually and then fix it as a tuned
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different a for group LASSO.

F1G. 5. Acceleration of « for the group LASSO model (6.2).

value throughout. To the best of our knowledge, it is not clear so far how to determine
an optimal value for §; it is highly possible that it is problem-dependent. This diffi-
cultly occurs also for the original PRSM (1.4). In this subsection, we test some fixed
values of S and empirically verify that when implementing the strictly contractive
PRSM (1.5), it is easy to choose « € (0,1) to accelerate the convergence.

We take the group LASSO model (6.2) to demonstrate the effectiveness of a for
a fixed . In our experiments, we test a set of value 5 = 0.25,0.5,1, 2,4, 8,16, 32. For
each f3, we choose different values of & = {0.05,0.10,0.15, ...,0.85,0.90,0.91,0.92, . . .,
0.98,0.99} and plot the computing time in seconds and number of iterations with
respect to different choices of « in Figure 5. According to the plots in Figure 5, it
seems that the original PRSM is very sensitive to the value of 8. In fact, for some
B such as 8 = 4,8,16,32, the original PRSM (1.4) (i.e., @ = 1) fails to satisfy the
stopping criterion within 10,000 iterations. This further emphasizes the importance
of choosing  when implementing the original PRSM (1.4). At the same time, we
see that for each of the tested 8, a € (0,0.9) tends to accelerate the convergence of
PRSM.

6.2. Image reconstruction models. In this subsection, we test some digital
image reconstruction models. Our aim is to further verify the efficiency of the proposed
strictly contractive PRSM (1.5) by comparing it numerically with four well-known
algorithms in the imaging literature: SALSA [1], TwIST [4], SpaRSA [52], FISTA [2],
and YALL1/TVALS3 [36, 37, 38, 54, 57].
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6.2.1. Models and iterative schemes. We first briefly review the background
of digital image reconstruction problems; for more details we refer the reader to [28,
47]. A fundamental task in many areas such as medical and astronomical imaging, film
restoration, image or video coding, and synthetic aperture radar (see, e.g., [49, 50, 33]),
the image reconstruction problem is to reconstruct the original image p € R" from
its degraded image p° € R". Note that we vectorize an N x M-pixel image P into
an n-dimensional vector p in lexicographical order with n = NM. The relationship
between p and p° is given by

(6.15) p’ = Dp +e,

where € € R is a noise corrupting the original image p, and D € R"*" is the matrix
representation of a distortion operator such as a blurring (convolution), vignetting,
inpainting, or zooming operator.

According to [13], we can classify image reconstruction models into two categories:
the synthesis approach and the analysis approach. The synthesis approach defines
x € R? as the vector of wavelet coefficients of the original image p under a wavelet
dictionary. Let W € R7*¢ be the matrix of a wavelet dictionary, e.g., a group of
orthogonal bases; we then have p = Waz. Since (6.15) is usually ill-posed, certain
regularization techniques are required. Note that the image p processes a sparse
representation under the wavelet dictionary W that is, = is sparse with many zero
entries. Therefore, it is natural to use ||z||1, the {3 norm of x, to regularize the
data-fidelity term. We thus have

1
(6.16) min {§||DW9C =13+l [z e md}

as the synthesis approach of an image reconstruction model. Note that we consider
only the case of additive nose. Thus the ls norm is used for the data-fidelity term in
(6.16). Other cases such as the impulsive or uniform noise can also be considered. On
the other hand, the analysis approach considers reconstructing the image directly and
not under a wavelet domain. Let the image be represented by a vector z € R*. Under
the consideration of additive noise in (6.15), the data-fidelity term is || Dz —p°||3. For
the regularization term, a very popular choice is the total variation (TV) regularization
proposed in the seminal work [48], which is well known to be capable of preserving
the edges of images. We thus have

1
(6.17) min {§||Dx |3 +~4TV(2) |z € §R"}

as the analysis approach of an image reconstruction model. In (6.17), TV(z) denotes
the nonsmooth isotropic TV norm [48]:

N—-1M-1 5 5 N—-1
TV(z) =) \/(ffm—xm,j) + (2 =mige1) + D T v—ziri,u]
i=1 j=1 i=1
M-—1
+ ) Xl
j=1

where x € R™ is the vectorized original N x M two-dimensional image in lexicographic
order with n = NM and z; ; denotes pixel value at the position (3, j).
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Now we show how to implement the proposed strictly contractive PRSM (1.5) to

solve the models (6.16) and (6.17). For (6.16), by introducing an auxiliary variable
y € R%, it can be reformulated as

1
(6.18) min {EHDWx P2+l |z —y=0, z e Ry € §Rd}.
Similarly, the model (6.17) can be reformulated as

1
(6.19) min {§|Dx P2 +9TV(y) |z —y=0, 2 €R", y € %"}

Therefore, when the strictly contractive PRSM (1.5) is applied to solve the models
(6.18) and (6.19), the iterative schemes read, respectively, as

"t = ((DW)T(DW) + BI) = ((DW)Tp° + By* 4+ AF),
A+t — 2k — aﬁ(karl _ yk)’

6.20 1
( ) yk+1 — Sv/ﬁ(l‘k—,—l _ /\k+§/6)’
AL — Nk aB(zh L — yktly
and
2 = (DTD + A1) (DT + Byt + A,
(6 21) )\k+§ — /\k _ Oéﬁ(l’kJrl _ yk)’

Y+ = argmin {yTV(y) + §[aFt1 = M3 /8 4 y|2 | y € Y},
ARHL — \ktg aﬁ(xk+1 _ yk+1).

Let us explain how to solve the subproblems in (6.20) and (6.21). For example,
the z-subproblem in (6.20) might be computationally expensive due to the high di-
mensionality of z. For example, for the analysis approach, 2 € 262144 for a 512 x 512-
pixel image. According to [1], the matrices D and W are of special structures (e.g.,
WTW = I); fast solvers such as the fast Fourier transform (FFT) are thus applicable.
For the y-subproblem in (6.21) whose closed-form solution does not exist, we adopt
the algorithm proposed in [8] to solve it.

We will test three scenarios for the models (6.16) and (6.17):

(1) The synthesis-based (6.16) image deblurring model where D is the matrix
representation of the blurring operator [27]. Here we use the 9 x 9 uniform
convolution kernel with every element being 1/81 as the blurring operator.

(2) The analysis-based (6.17) image inpainting model where D is the matrix
representation of the missing pixel operator [27]. Specifically, D is a highly
sparse matrix with only ones and zeros in the diagonal. The zeros in the
diagonal correspond to the missing pixels.

(3) The analysis-based (6.17) MRI image reconstruction model where D is matrix
representation of the 22-radial-line mask in the frequency domain, which is
visualized in Figure 11.

6.2.2. Implementation details. Among the methods to be compared, SALSA
in [1] and YALL1/TVAL3 in [38, 57] are ADMM-based algorithms (YALL1 is for Iy
norm regularized problems and TVAL3 is for TV norm regularized problems; thus we
implement YALLI1 to (6.16) and TVAL3 to (6.17)). The proposed strictly contractive
PRSM (1.5) thus can be easily coded based on the source code of SALSA, which is
publicly available. We followed the user guide [38, 57] to code YALL1/TVAL3 with
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tuned parameters. Codes for all other methods are downloaded from the respective
authors’ web pages. We terminate the iteration of the strictly contractive PRSM
when

|Objective,_ ; — Objective,| < 1074,

where “Objective,” represents the objective function value at the kth iterate for the
model under consideration. To compare, for all other methods, their iterations are
terminated when their objective functions are less than or equal to the objective
function value obtained by the strictly contractive PRSM (1.5). In other words, we
compare these methods subject to the criterion that they achieve the same objective
function value.

We measure the noise of an image by the signal-to-noise ratio in units of dB,

SNR := 101og,o(llpll3/[12° — plI3),

where p and p® are the clean image and the distorted image, respectively. The error
of reconstruction is measured by the mean squared error (MSE)

where p is the reconstructed image. We also define the improved signal-to-noise ratio
as

ISNR := 10log;o([lp° — pl3/llp — 513)

as a uniform measurement of the quality of reconstructed images. For different meth-
ods, we compare the speed in terms of computing time and number of iterations to
achieve the same quality of reconstruction which is measured by MSE or ISNR.

For the synthesis image deblurring application, we set v = 0.0075 and test the
256 x 256-pixel image of Lena. We choose the four-level redundant Haar wavelet
frame as W [11]. To generate the convolution operator D, we choose a 9 x 9 uniform
blur kernel in which every element equals 1/81 (with zero padding in the boundary).
For the corrupted image, its SNR value is 40dB. The Gaussian noise vector € is thus
generated by AN(0,0.449). We list the clean and blurred images in Figure 10. To
implement the strictly contractive PRSM (1.5), we set 5 = 0.0075 and « = 0.8.

For the analysis image inpainting application, we set v = 0.15 and test the 256 X
256-pixel image of Lena. The inpainting operator D contains 40% missing pixels
which are chosen randomly. The masked image is shown in Figure 10. For the
corrupted image, its SNR value is also 40dB, which means the noise is generated
from AN(0,0.529). To implement the strictly contractive PRSM (1.5), we set 8 = 0.05
and @ = 0.9. To solve the y-subproblem in (6.21) by the method in [8], we allow a
maximum of 20 for the inner iteration.

For the analysis MRI application, we set v = 0.0001 and test the 128 x 128-
pixel image of the Shepp-Logan phantom. The clean image is masked by 22 radial
lines on its discrete Fourier transform, and only the frequency components covered by
the radial lines are observed. We contaminate the frequency components using the
circular complex Gaussian noise with o2 = 0.5 x 1073; i.e., the real and imaginary
parts of the noise are independent Gaussian with the standard deviation o.. We list
the clean and masked images of the Shepp—Logan phantom in Figure 11. The SNR
value is 5.42. To implement the strictly contractive PRSM (1.5), we set § = 0.01
and o = 0.9. To solve the y-subproblem in (6.21) by the method in [8], we allow a
maximum of 40 for the inner iteration.
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6.2.3. Results. We first list the comparison of different methods for the imaging
construction models in Tables 2-4.* Then, we visualize the evolution of the objective
function when these methods are applied to solve these imaging models in Figures
6-8. The evolution of the MSE is also plotted in Figure 9. In Figure 12, we display
the clean, corrupted, and reconstructed images by the strictly contractive PRSM (1.5)
for the tested scenarios. These tables and figures clearly show the efficiency of the
proposed strictly contractive PRSM (1.5).

TABLE 2
Quantitative comparison on image deblurring model.

Image deblurring

Algorithm time(s)  #iterations MSE ISNR(dB)
Strictly contractive PRSM 2.60 15 97.8 6.60
SALSA 6.86 41 97.7 6.60
TwIST 7.87 60 97.5 6.61
FISTA 8.18 97 103 6.63
SpaRSA 9.40 86 107 6.21
YALL1 9.38 86 107 6.21
TABLE 3

Quantitative comparison on image inpainting model.

Image inpainting

Algorithm time(s)  #iterations MSE ISNR(dB)
Strictly contractive PRSM 3.86 28 88.9 17.5
SALSA 6.82 46 93.2 17.3
TwIST 14.4 83 89.7 17.4
FISTA 6.76 91 90.4 17.4
TVAL3 6.04 117 90.2 17.4
TABLE 4

Quantitative comparison on MRI model.

Algorithm time(s)  #iterations MSE ISNR(dB)
Strictly contractive PRSM 19.81 207 1.03652e-06 42.2073
SALSA 30.46 311 1.03435e-06 42.2164
TwIST 53.69 451 1.10616e-06 41.9673
FISTA 25.23 460 1.04220e-06 42.1836
SpaRSA 97.74 1001 1.09543e-06 41.9250
TVAL3 45.36 601 1.03762e-06 42.2027

7. Conclusions. As a classical operator splitting method in the literature, the
Peaceman—Rachford splitting method (PRSM) may fail to be convergent for solv-
ing a convex optimization problem with linear constraints and a separable objective
function. This paper shows that this failure can be illustrated by showing that its
iterative sequence is not strictly contractive with respect to the solution set of the
model under consideration. This understanding from a contraction perspective in-
spires us to tackle the deficiency of PRSM by embedding an underdetermined factor

4In our experiments, the open source code of SpaRSA does not work for the image inpainting
model under testing. Table 3 thus does not include any comparison with SpaRSA.
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Fia. 6. Visualization of the objective functions on image deblurring model.
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Fia. 7. Visualization of the objective functions on image inpainting model.
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Fic. 8. Visualization of the objective functions on MRI image reconstruction.
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Fic. 9. Visualization of MSE on MRI image reconstruction.

Original Blurred and noisy

E:

Fic. 10. The original, blurred, and masked (with 40% missing pizels) images of Lena.

Missing Samples — 40%

Original Image

Fic. 11. The original and masked images of the Shepp—Logan phantom.

into the iterative scheme of PRSM and to propose a strictly contractive PRSM. The
strictly contractive PRSM is as easy to implement as that of the alternating direc-
tion method of multipliers (ADMM), and it is numerically faster. We verify these
advantages by some applications in statistical learning and image processing. We also
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Estimated Image

Resorted Image

Deblurred Image

F1G. 12. The deblurred and reconstructed images of Lena, and the reconstructed Shepp—Logan
phantom image by strictly contractive PRSM. The SNRs for the reconstructed images are 46.6dB,
57.5dB, and 47.6dB, respectively.

study the convergence rate of the proposed strictly contractive PRSM, establishing
the worst-case O(1/t) convergence rate in both the ergodic and nonergodic senses.
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