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## 1 Structured constrained convex optimization

We consider the following structured constrained convex optimization problem

$$
\begin{equation*}
\min \left\{\theta_{1}(x)+\theta_{2}(y) \mid A x+B y=b, x \in \mathcal{X}, y \in \mathcal{Y}\right\} \tag{1.1}
\end{equation*}
$$

where $\theta_{1}(x): \Re^{n_{1}} \rightarrow \Re, \theta_{2}(y): \Re^{n_{2}} \rightarrow \Re$ are convex functions (but not necessary smooth), $A \in \Re^{m \times n_{1}}, B \in \Re^{m \times n_{2}}$ and $b \in \Re^{m}, \mathcal{X} \subset \Re^{n_{1}}, \mathcal{Y} \subset \Re^{n_{2}}$ are given closed convex sets. It is clear that the split feasibility problem:

$$
\text { Find a point } x \in \mathcal{X} \text { such that } A x \in \mathcal{B} \text {, }
$$

can be formulated as a special problem of (1.1) with $\theta_{1}(x)=\theta_{2}(y)=0$. Find $(x, y)$ such that

$$
\begin{equation*}
\{A x-y=0, x \in \mathcal{X}, y \in \mathcal{B}\} . \tag{1.2}
\end{equation*}
$$

Let $\lambda$ be the Lagrangian multiplier for the linear constraints $A x+B y=b$ in (1.1), the Lagrangian function of this problem is

$$
L(x, y, \lambda)=\theta_{1}(x)+\theta_{2}(y)-\lambda^{T}(A x+B y-b),
$$

which is defined on $\mathcal{X} \times \mathcal{Y} \times \Re^{m}$. Let $\left(x^{*}, y^{*}, \lambda^{*}\right)$ be an saddle point of the Lagrangian function, then $\left(x^{*}, y^{*}, \lambda^{*}\right) \in \Omega$ and it satisfies

$$
\left\{\begin{array}{l}
\theta_{1}(x)-\theta_{1}\left(x^{*}\right)+\left(x-x^{*}\right)^{T}\left(-A^{T} \lambda^{*}\right) \geq 0  \tag{1.3}\\
\theta_{2}(y)-\theta_{2}\left(y^{*}\right)+\left(y-y^{*}\right)^{T}\left(-B^{T} \lambda^{*}\right) \geq 0, \quad \forall(x, y, \lambda) \in \Omega \\
\left(\lambda-\lambda^{*}\right)^{T}\left(A x^{*}+B y^{*}-b\right) \geq 0
\end{array}\right.
$$

where

$$
\Omega=\mathcal{X} \times \mathcal{Y} \times \Re^{m} .
$$

By denoting

$$
u=\binom{x}{y}, \quad w=\left(\begin{array}{l}
x \\
y \\
\lambda
\end{array}\right), \quad F(w)=\left(\begin{array}{c}
-A^{T} \lambda \\
-B^{T} \lambda \\
A x+B y-b
\end{array}\right)
$$

and

$$
\theta(u)=\theta_{1}(x)+\theta_{2}(y)
$$

the first order optimal condition (1.3) can be written in a compact form such as

$$
\begin{equation*}
w^{*} \in \Omega, \theta(u)-\theta\left(u^{*}\right)+\left(w-w^{*}\right)^{T} F\left(w^{*}\right) \geq 0, \forall w \in \Omega \tag{1.4}
\end{equation*}
$$

Note that the mapping $F$ is monotone. We use $\Omega^{*}$ to denote the solution set of the variational inequality (1.4). For convenience we use the notations

$$
v=\binom{y}{\lambda} \quad \text { and } \quad \mathcal{V}^{*}=\left\{\left(y^{*}, \lambda^{*}\right) \mid\left(x^{*}, y^{*}, \lambda^{*}\right) \in \Omega^{*}\right\}
$$

## Augmented Lagrangian Method to structured COP

Augmented Lagrangian Method is one of the attractive methods for nonlinear optimization as demonstrated in Chapter 17 of [21]. We try to use the Augmented Lagrangian Method to solve (1.1) and set

$$
M=(A, B) \quad \text { and } \quad \mathcal{U}=\mathcal{X} \times \mathcal{Y}
$$

Now, the problem (1.1) is rewritten as

$$
\begin{equation*}
\min \{\theta(u) \mid M u=b, u \in \mathcal{U}\} \tag{1.5}
\end{equation*}
$$

For given $\beta>0$, the augmented Lagrangian function of (1.5) is

$$
\mathcal{L}_{A}(u, \lambda)=\theta(u)-\lambda^{T}(M u-b)+\frac{\beta}{2}\|M u-b\|^{2},
$$

which defined on $\Omega=\mathcal{U} \times \Re^{m}$. Directly applied Augmented Lagrangian Method to the problem (1.5), the $k$-th iteration begins with $\lambda^{k}$, obtain

$$
\begin{equation*}
u^{k+1}=\operatorname{Argmin}\left\{\mathcal{L}_{A}\left(u, \lambda^{k}\right) \mid u \in \mathcal{U}\right\} \tag{1.6}
\end{equation*}
$$

and then update the new iterate by

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\beta\left(M u^{k+1}-b\right) \tag{1.7}
\end{equation*}
$$

Note that $u^{k+1} \in \mathcal{U}$ generated by (1.6) satisfies

$$
\theta(u)-\theta\left(u^{k+1}\right)+\left(u-u^{k+1}\right)^{T}\left\{-M^{T} \lambda^{k}+\beta M^{T}\left(M u^{k+1}-b\right)\right\} \geq 0, \forall u \in \mathcal{U} .
$$

By using (1.7) in the last inequality, we obtain

$$
\begin{equation*}
u^{k+1} \in \mathcal{U}, \quad \theta(u)-\theta\left(u^{k+1}\right)+\left(u-u^{k+1}\right)^{T}\left(-M^{T} \lambda^{k+1}\right) \geq 0, \quad \forall u \in \mathcal{U} \tag{1.8}
\end{equation*}
$$

Combining (1.8) and (1.7), we get $w^{k+1} \in \Omega$ and for any $w \in \Omega$, it holds that
$\theta(u)-\theta\left(u^{k+1}\right)+\binom{u-u^{k+1}}{\lambda-\lambda^{k+1}}^{T}\left\{\binom{-M^{T} \lambda^{k+1}}{M u^{k+1}-b}+\binom{0}{\frac{1}{\beta}\left(\lambda^{k+1}-\lambda^{k}\right)}\right\} \geq 0$.
Substituting $w=w^{*}$ in the above variational inequality and using the notation of $F(w)$, we get

$$
\begin{align*}
& \left(\lambda^{k+1}-\lambda^{*}\right)^{T}\left(\lambda^{k}-\lambda^{k+1}\right) \\
& \quad \geq \beta\left\{\left(w^{k+1}-w^{*}\right)^{T} F\left(w^{k+1}\right)+\theta\left(u^{k+1}\right)-\theta\left(u^{*}\right)\right\} . \tag{1.9}
\end{align*}
$$

Using the monotonicity of $F$ and the fact

$$
\theta\left(u^{k+1}\right)-\theta\left(u^{*}\right)+\left(w^{k+1}-w^{*}\right)^{T} F\left(w^{*}\right) \geq 0
$$

we derive that the right hand side of (1.9) is non-negative. Therefore, we have

$$
\begin{equation*}
\left(\lambda^{k+1}-\lambda^{*}\right)^{T}\left(\lambda^{k}-\lambda^{k+1}\right) \geq 0, \quad \forall \lambda^{*} \in \Lambda^{*} . \tag{1.10}
\end{equation*}
$$

It follows from (1.10) that

$$
\left\|\lambda^{k}-\lambda^{*}\right\|^{2}=\left\|\left(\lambda^{k+1}-\lambda^{*}\right)+\left(\lambda^{k}-\lambda^{k+1}\right)\right\|^{2} \geq\left\|\lambda^{k+1}-\lambda^{*}\right\|^{2}+\left\|\lambda^{k}-\lambda^{k+1}\right\|^{2} .
$$

We get the nice convergence property:

$$
\left\|\lambda^{k+1}-\lambda^{*}\right\|^{2} \leq\left\|\lambda^{k}-\lambda^{*}\right\|^{2}-\left\|\lambda^{k}-\lambda^{k+1}\right\|^{2}
$$

## Summarize the Augmented Lagrangian Method to structured COP

For given $\lambda^{k}, u^{k+1}=\left(x^{k+1}, y^{k+1}\right)$ is the solution of the following problem

$$
\left(x^{k+1}, y^{k+1}\right)=\operatorname{Argmin}\left\{\begin{array}{c|c}
\theta_{1}(x)+\theta_{2}(y)-\left(\lambda^{k}\right)^{T}(A x+B y-b) & x \in \mathcal{X} \\
+\frac{\beta}{2}\|A x+B y-b\|^{2} & y \in \mathcal{Y}
\end{array}\right\}
$$

The new iterate $\quad \lambda^{k+1}=\lambda^{k}-\beta\left(A x^{k+1}+B y^{k+1}-b\right)$.
Convergence $\left\|\lambda^{k+1}-\lambda^{*}\right\|^{2} \leq\left\|\lambda^{k}-\lambda^{*}\right\|^{2}-\left\|\lambda^{k}-\lambda^{k+1}\right\|^{2}$.

## Shortcoming The structure property is not used !

By using the augmented Lagrangian method for the structured problem (1.5), the $k$-th iteration is from $\lambda^{k}$ to $\lambda^{k+1}$. The variable $u=(x, y)$ is only an intermediate variable.

## 2 Alternating Direction Method of Multipliers

To overcome the shortcoming the ALM for the problem (1.1), we use the alternating direction method. The main idea is splitting the subproblem (1.6) in two parts and only the $x$-part is the intermediate variable. Thus the iteration begins with $v^{0}=\left(y^{0}, \lambda^{0}\right)$.

Applied ADMM to the structured COP: $\quad\left(y^{k}, \lambda^{k}\right) \Rightarrow\left(y^{k+1}, \lambda^{k+1}\right)$
First, for given $\left(y^{k}, \lambda^{k}\right), x^{k+1}$ is the solution of the following problem

$$
x^{k+1}=\operatorname{Argmin}\left\{\left.\begin{array}{c}
\theta_{1}(x)-\left(\lambda^{k}\right)^{T}\left(A x+B y^{k}-b\right)  \tag{2.1a}\\
+\frac{\beta}{2}\left\|A x+B y^{k}-b\right\|^{2}
\end{array} \right\rvert\, x \in \mathcal{X}\right\}
$$

Use $\lambda^{k}$ and the obtained $x^{k+1}, y^{k+1}$ is the solution of the following problem

$$
y^{k+1}=\operatorname{Argmin}\left\{\left.\begin{array}{c}
\theta_{2}(y)-\left(\lambda^{k}\right)^{T}\left(A x^{k+1}+B y-b\right)  \tag{2.1b}\\
+\frac{\beta}{2}\left\|A x^{k+1}+B y-b\right\|^{2}
\end{array} \right\rvert\, y \in \mathcal{Y}\right\}
$$

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\beta\left(A x^{k+1}+B y^{k+1}-b\right) \tag{2.1c}
\end{equation*}
$$

Remark 2.1 The sub-problems (2.1a) and (2.1b) is equivalent to

$$
\begin{equation*}
x^{k+1}=\operatorname{Argmin}\left\{\left.\theta_{1}(x)+\frac{\beta}{2}\left\|\left(A x+B y^{k}-b\right)-\frac{1}{\beta} \lambda^{k}\right\|^{2} \right\rvert\, x \in \mathcal{X}\right\} \tag{2.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{k+1}=\operatorname{Argmin}\left\{\left.\theta_{2}(y)+\frac{\beta}{2}\left\|\left(A x^{k+1}+B y-b\right)-\frac{1}{\beta} \lambda^{k}\right\|^{2} \right\rvert\, y \in \mathcal{Y}\right\} \tag{2.2b}
\end{equation*}
$$

respectively. Note that the equation (2.1c) can be written as

$$
\begin{equation*}
\left(\lambda-\lambda^{k+1}\right)\left\{\left(A x^{k+1}+B y^{k+1}-b\right)+\frac{1}{\beta}\left(\lambda^{k+1}-\lambda^{k}\right)\right\} \geq 0, \forall \lambda \in \Re^{m} \tag{2.2c}
\end{equation*}
$$

Analysis Note that the solution of (2.1a) and (2.1b) satisfies

$$
\begin{align*}
x^{k+1} & \in \mathcal{X}, \quad \theta_{1}(x)-\theta_{1}\left(x^{k+1}\right)+\left(x-x^{k+1}\right)^{T} \\
& \left\{-A^{T} \lambda^{k}+\beta A^{T}\left(A x^{k+1}+B y^{k}-b\right)\right\} \geq 0, \forall x \in \mathcal{X} \tag{2.3a}
\end{align*}
$$

and

$$
\begin{align*}
y^{k+1} & \in \mathcal{Y}, \quad \theta_{2}(y)-\theta_{2}\left(y^{k+1}\right)+\left(y-y^{k+1}\right)^{T} \\
& \left\{-B^{T} \lambda^{k}+\beta B^{T}\left(A x^{k+1}+B y^{k+1}-b\right)\right\} \geq 0, \forall y \in \mathcal{Y} \tag{2.3b}
\end{align*}
$$

respectively. Substituting $\lambda^{k+1}$ (see (2.1c)) in (2.3) (eliminating $\lambda^{k}$ in (2.3)), we get

$$
\begin{align*}
x^{k+1} & \in \mathcal{X}, \quad \theta_{1}(x)-\theta_{1}\left(x^{k+1}\right)+\left(x-x^{k+1}\right)^{T} \\
& \left\{-A^{T} \lambda^{k+1}+\beta A^{T} B\left(y^{k}-y^{k+1}\right)\right\} \geq 0, \forall x \in \mathcal{X} \tag{2.4a}
\end{align*}
$$

and

$$
\begin{equation*}
y^{k+1} \in \mathcal{Y}, \quad \theta_{2}(y)-\theta_{2}\left(y^{k+1}\right)+\left(y-y^{k+1}\right)^{T}\left\{-B^{T} \lambda^{k+1}\right\} \geq 0, \forall y \in \mathcal{Y} . \tag{2.4b}
\end{equation*}
$$

For analysis convenience, we rewrite (2.4) as $u^{k+1}=\left(x^{k+1}, y^{k+1}\right) \in \mathcal{X} \times \mathcal{Y}$.

$$
\begin{gathered}
\theta(u)-\theta\left(u^{k+1}\right)+\binom{x-x^{k+1}}{y-y^{k+1}}^{T}\left\{\binom{-A^{T} \lambda^{k+1}}{-B^{T} \lambda^{k+1}}+\beta\binom{A^{T}}{B^{T}} B\left(y^{k}-y^{k+1}\right)\right. \\
\left.+\left(\begin{array}{cc}
0 & 0 \\
0 & \beta B^{T} B
\end{array}\right)\binom{x^{k+1}-x^{k}}{y^{k+1}-y^{k}}\right\} \geq 0, \forall(x, y) \in \mathcal{X} \times \mathcal{Y}
\end{gathered}
$$

Combining the last inequality with (2.2c), we have $w^{k+1} \in \Omega$ and

$$
\begin{gather*}
\theta(u)-\theta\left(u^{k+1}\right)+\left(\begin{array}{l}
x-x^{k+1} \\
y-y^{k+1} \\
\lambda-\lambda^{k+1}
\end{array}\right)^{T}\left\{\left(\begin{array}{c}
-A^{T} \lambda^{k+1} \\
-B^{T} \lambda^{k+1} \\
A x^{k+1}+B y^{k+1}-b
\end{array}\right)\right. \\
\left.+\beta\left(\begin{array}{l}
A^{T} \\
B^{T} \\
0
\end{array}\right) B\left(y^{k}-y^{k+1}\right)+\left(\begin{array}{cc}
0 & 0 \\
\beta B^{T} B & 0 \\
0 & \frac{1}{\beta} I_{m}
\end{array}\right)\binom{y^{k+1}-y^{k}}{\lambda^{k+1}-\lambda^{k}}\right\} \geq 0 \tag{2.5}
\end{gather*}
$$

for any $w \in \Omega$. The above inequality can be rewritten as $w^{k+1} \in \Omega$ and

$$
\begin{align*}
& \theta(u)-\theta\left(u^{k+1}\right)+\left(w-w^{k+1}\right)^{T} F\left(w^{k+1}\right)+\beta\left(\begin{array}{l}
x-x^{k+1} \\
y-y^{k+1} \\
\lambda-\lambda^{k+1}
\end{array}\right)^{T}\left(\begin{array}{c}
A^{T} \\
B^{T} \\
0
\end{array}\right) B\left(y^{k}-y^{k+1}\right) \\
& \geq\binom{ y-y^{k+1}}{\lambda-\lambda^{k+1}}^{T}\left(\begin{array}{cc}
\beta B^{T} B & 0 \\
0 & \frac{1}{\beta} I_{m}
\end{array}\right)\binom{y^{k}-y^{k+1}}{\lambda^{k}-\lambda^{k+1}}, \forall w \in \Omega \tag{2.6}
\end{align*}
$$

## 3 Convergence of ADMM

Based on the analysis in the last section, we have the following lemma.
Lemma 3.1 Let $w^{k+1}=\left(x^{k+1}, y^{k+1}, \lambda^{k+1}\right) \in \Omega$ be generated by (2.1) from the given $v^{k}=\left(y^{k}, \lambda^{k}\right)$. Then, we have

$$
\begin{equation*}
\left(v^{k+1}-v^{*}\right)^{T} H\left(v^{k}-v^{k+1}\right) \geq\left(w^{k+1}-w^{*}\right)^{T} \eta\left(y^{k}, y^{k+1}\right) \tag{3.1}
\end{equation*}
$$

where

$$
\eta\left(y^{k}, y^{k+1}\right)=\beta\left(\begin{array}{c}
A^{T}  \tag{3.2}\\
B^{T} \\
0
\end{array}\right) B\left(y^{k}-y^{k+1}\right)
$$

and

$$
H=\left(\begin{array}{cc}
\beta B^{T} B & 0  \tag{3.3}\\
0 & \frac{1}{\beta} I_{m}
\end{array}\right)
$$

Proof. Setting $w=w^{*}$ in (2.6), and using $H$ and $\eta\left(y^{k}, y^{k+1}\right)$, we get

$$
\begin{align*}
& \left(v^{k+1}-v^{*}\right)^{T} H\left(v^{k}-v^{k+1}\right) \\
& \quad \geq \quad\left(w^{k+1}-w^{*}\right)^{T} \eta\left(y^{k}, y^{k+1}\right) \\
& \quad+\theta\left(u^{k+1}\right)-\theta\left(u^{*}\right)+\left(w^{k+1}-w^{*}\right)^{T} F\left(w^{k+1}\right) \tag{3.4}
\end{align*}
$$

Since $F$ is monotone, it follows that

$$
\begin{aligned}
& \theta\left(u^{k+1}\right)-\theta\left(u^{*}\right)+\left(w^{k+1}-w^{*}\right)^{T} F\left(w^{k+1}\right) \\
& \quad \geq \theta\left(u^{k+1}\right)-\theta\left(u^{*}\right)+\left(w^{k+1}-w^{*}\right)^{T} F\left(w^{*}\right) \geq 0
\end{aligned}
$$

The last inequality is due to $w^{k+1} \in \Omega$ and $w^{*} \in \Omega^{*}$ (see (1.4)). Substituting it in (3.4), the lemma is proved.

Lemma 3.2 Let $w^{k+1}=\left(x^{k+1}, y^{k+1}, \lambda^{k+1}\right) \in \Omega$ be generated by (2.1) from the given $v^{k}=\left(y^{k}, \lambda^{k}\right)$. Then, we have

$$
\begin{equation*}
\left(w^{k+1}-w^{*}\right)^{T} \eta\left(y^{k}, y^{k+1}\right)=\left(\lambda^{k}-\lambda^{k+1}\right)^{T} B\left(y^{k}-y^{k+1}\right) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\lambda^{k}-\lambda^{k+1}\right)^{T} B\left(y^{k}-y^{k+1}\right) \geq 0 \tag{3.6}
\end{equation*}
$$

Proof. By using $\eta\left(y^{k}, y^{k+1}\right)$ (see (3.2)), $A x^{*}+B y^{*}=b$ and (2.1c), we have

$$
\begin{aligned}
& \left(w^{k+1}-w^{*}\right)^{T} \eta\left(y^{k}, y^{k+1}\right) \\
& \quad=\left(B\left(y^{k}-y^{k+1}\right)\right)^{T} \beta\left\{\left(A x^{k+1}+B y^{k+1}\right)-\left(A x^{*}+B y^{*}\right)\right\} \\
& \quad=\left(B\left(y^{k}-y^{k+1}\right)\right)^{T} \beta\left(A x^{k+1}+B y^{k+1}-b\right) \\
& \quad=\left(\lambda^{k}-\lambda^{k+1}\right)^{T} B\left(y^{k}-y^{k+1}\right)
\end{aligned}
$$

Because (2.4b) is true for the $k$-th iteration and the previous iteration, we have

$$
\begin{equation*}
\theta_{2}(y)-\theta_{2}\left(y^{k+1}\right)+\left(y-y^{k+1}\right)^{T}\left\{-B^{T} \lambda^{k+1}\right\} \geq 0, \forall y \in \mathcal{Y} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{2}(y)-\theta_{2}\left(y^{k}\right)+\left(y-y^{k}\right)^{T}\left\{-B^{T} \lambda^{k}\right\} \geq 0, \forall y \in \mathcal{Y} \tag{3.8}
\end{equation*}
$$

Setting $y=y^{k}$ in (3.7) and $y=y^{k+1}$ in (3.8), respectively, and then adding the two resulting inequalities, we get

$$
\left(\lambda^{k}-\lambda^{k+1}\right)^{T} B\left(y^{k}-y^{k+1}\right) \geq 0
$$

The assertion of this lemma is proved.

Even though $H$ is positive semi-definite (see (3.3) when $B$ is not full column rank), in this lecture we use $\|v-\tilde{v}\|_{H}$ to denote that

$$
\|v-\tilde{v}\|_{H}^{2}=(v-\tilde{v})^{T} H(v-\tilde{v})=\beta\|B(y-\tilde{y})\|^{2}+\frac{1}{\beta}\|\lambda-\tilde{\lambda}\|^{2}
$$

Lemma 3.3 Let $w^{k+1}=\left(x^{k+1}, y^{k+1}, \lambda^{k+1}\right) \in \Omega$ be generated by (2.1) from the given $v^{k}=\left(y^{k}, \lambda^{k}\right)$. Then, we have

$$
\begin{equation*}
\left(v^{k+1}-v^{*}\right)^{T} H\left(v^{k}-v^{k+1}\right) \geq 0, \quad \forall v^{*} \in \mathcal{V}^{*} \tag{3.9}
\end{equation*}
$$

Proof. The assertion follows (3.1), (3.5) and (3.6) directly.

Theorem 3.1 Let $w^{k+1}=\left(x^{k+1}, y^{k+1}, \lambda^{k+1}\right) \in \Omega$ be generated by (2.1) from the given $v^{k}=\left(y^{k}, \lambda^{k}\right)$. Then, we have

$$
\begin{equation*}
\left\|v^{k+1}-v^{*}\right\|_{H}^{2} \leq\left\|v^{k}-v^{*}\right\|_{H}^{2}-\left\|v^{k}-v^{k+1}\right\|_{H}^{2}, \forall v^{*} \in \mathcal{V}^{*} \tag{3.10}
\end{equation*}
$$

Proof. By using (3.9), we have

$$
\begin{aligned}
\left\|v^{k}-v^{*}\right\|_{H}^{2}= & \left\|\left(v^{k+1}-v^{*}\right)+\left(v^{k}-v^{k+1}\right)\right\|_{H}^{2} \\
= & \left\|v^{k+1}-v^{*}\right\|_{H}^{2}+2\left(v^{k+1}-v^{*}\right)^{T} H\left(v^{k}-v^{k+1}\right) \\
& \quad+\left\|v^{k}-v^{k+1}\right\|_{H}^{2} \\
\geq & \left\|v^{k+1}-v^{*}\right\|_{H}^{2}+\left\|v^{k}-v^{k+1}\right\|_{H}^{2}
\end{aligned}
$$

and thus (3.10) is proved.

The inequality (3.10) is essential for the convergence of the alternating direction method. It tells us that the alternating direction method is a contraction method. Multiplying a factor $1 / \beta$, it can be written as

$$
\left\|\begin{array}{l}
B\left(y^{k+1}-y^{*}\right) \\
\frac{1}{\beta}\left(\lambda^{k+1}-\lambda^{*}\right)
\end{array}\right\|^{2} \leq\left\|\begin{array}{l}
B\left(y^{k}-y^{*}\right) \\
\frac{1}{\beta}\left(\lambda^{k}-\lambda^{*}\right)
\end{array}\right\|^{2}-\left\|\begin{array}{l}
B\left(y^{k}-y^{k+1}\right) \\
\frac{1}{\beta}\left(\lambda^{k}-\lambda^{k+1}\right)
\end{array}\right\|^{2}, \forall v^{*} \in \mathcal{V}^{*}
$$

This result is included in Theorem 1 of [14] as a special case for fixed $\beta$ and $\gamma \equiv 1$.

## 4 The extended Alternating Direction Method

In the extended ADM, the $k$-th iteration begins with $\left(y^{k}, \lambda^{k}\right)$. However, we take the solution of the classical ADM as a predictor, and denote it by $\left(\tilde{x}^{k}, \tilde{y}^{k}, \tilde{\lambda}^{k}\right)$.

1. First, for given $\left(y^{k}, \lambda^{k}\right), \tilde{x}^{k}$ is the solution of the following problem

$$
\tilde{x}^{k}=\operatorname{Argmin}\left\{\left.\begin{array}{c}
\theta_{1}(x)-\left(\lambda^{k}\right)^{T}\left(A x+B y^{k}-b\right)  \tag{4.1a}\\
+\frac{\beta}{2}\left\|A x+B y^{k}-b\right\|^{2}
\end{array} \right\rvert\, x \in \mathcal{X}\right\}
$$

2. Then, use $\lambda^{k}$ and the obtained $\tilde{x}^{k}, \tilde{y}^{k}$ is the solution of the following problem

$$
\tilde{y}^{k}=\operatorname{Argmin}\left\{\left.\begin{array}{c}
\theta_{2}(y)-\left(\lambda^{k}\right)^{T}\left(A \tilde{x}^{k}+B y-b\right)  \tag{4.1b}\\
+\frac{\beta}{2}\left\|A \tilde{x}^{k}+B y-b\right\|^{2}
\end{array} \right\rvert\, y \in \mathcal{Y}\right\}
$$

3. Finally,

$$
\begin{equation*}
\tilde{\lambda}^{k}=\lambda^{k}-\beta\left(A \tilde{x}^{k}+B \tilde{y}^{k}-b\right) . \tag{4.1c}
\end{equation*}
$$

Based on the predictor $\left(\tilde{x}^{k}, \tilde{y}^{k}, \tilde{\lambda}^{k}\right)$, we consider how to produce the new iterate $v^{k+1}=\left(y^{k+1}, \lambda^{k+1}\right)$ and drive it more close to the set $\mathcal{V}^{*}$.

According to the same analysis in the last section (see (2.5)) we have $\left(\tilde{x}^{k}, \tilde{y}^{k}, \tilde{\lambda}^{k}\right) \in \Omega$ and

$$
\begin{align*}
& \theta(u)-\theta\left(\tilde{u}^{k}\right)+\left(\begin{array}{c}
x-\tilde{x}^{k} \\
y-\tilde{y}^{k} \\
\lambda-\tilde{\lambda}^{k}
\end{array}\right)^{T}\left\{\left(\begin{array}{c}
-A^{T} \tilde{\lambda}^{k} \\
-B^{T} \tilde{\lambda}^{k} \\
A \tilde{x}^{k}+B \tilde{y}^{k}-b
\end{array}\right)+\beta\left(\begin{array}{c}
A^{T} \\
B^{T} \\
0
\end{array}\right) B\left(y^{k}-\tilde{y}^{k}\right)\right. \\
&\left.+\left(\begin{array}{cc}
0 & 0 \\
\beta B^{T} B & 0 \\
0 & \frac{1}{\beta} I_{m}
\end{array}\right)\binom{\tilde{y}^{k}-y^{k}}{\tilde{\lambda}^{k}-\lambda^{k}}\right\} \geq 0, \forall w \in \Omega \tag{4.2}
\end{align*}
$$

Based on the above analysis, we have the following lemma.
Lemma 4.1 Let $\tilde{w}^{k}=\left(\tilde{x}^{k}, \tilde{y}^{k}, \tilde{\lambda}^{k}\right) \in \Omega$ be generated by (4.1) from the given $v^{k}=\left(y^{k}, \lambda^{k}\right)$. Then, we have

$$
\begin{equation*}
\left(\tilde{v}^{k}-v^{*}\right)^{T} H\left(v^{k}-\tilde{v}^{k}\right) \geq\left(\tilde{w}^{k}-w^{*}\right)^{T} \eta\left(y^{k}, \tilde{y}^{k}\right) \tag{4.3}
\end{equation*}
$$

where

$$
\eta\left(y^{k}, \tilde{y}^{k}\right)=\beta\left(\begin{array}{c}
A^{T}  \tag{4.4}\\
B^{T} \\
0
\end{array}\right) B\left(y^{k}-\tilde{y}^{k}\right)
$$

and $H$ is the same as defined in (3.3).
Proof. The prof is similar as those for Lemma 3.1 and thus omitted.

Similarly as in (3.5), by using $\eta\left(y^{k}, \tilde{y}^{k}\right)$ (see (4.4)) and $A x^{*}+B y^{*}=b$, we have

$$
\begin{equation*}
\left(\tilde{w}^{k}-w^{*}\right)^{T} \eta\left(y^{k}, \tilde{y}^{k}\right)=\left(\lambda^{k}-\tilde{\lambda}^{k}\right)^{T} B\left(y^{k}-\tilde{y}^{k}\right) \tag{4.5}
\end{equation*}
$$

Lemma 4.2 Let $\tilde{w}^{k}=\left(\tilde{x}^{k}, \tilde{y}^{k}, \tilde{\lambda}^{k}\right) \in \Omega$ be generated by (4.1) from the given $v^{k}=\left(y^{k}, \lambda^{k}\right)$. Then, we have

$$
\begin{equation*}
\left(v^{k}-v^{*}\right)^{T} H\left(v^{k}-\tilde{v}^{k}\right) \geq \varphi\left(v^{k}, \tilde{v}^{k}\right), \quad \forall v^{*} \in \mathcal{V}^{*} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi\left(v^{k}, \tilde{v}^{k}\right)=\left\|v^{k}-\tilde{v}^{k}\right\|_{H}^{2}+\left(\lambda^{k}-\tilde{\lambda}^{k}\right)^{T} B\left(y^{k}-\tilde{y}^{k}\right) . \tag{4.7}
\end{equation*}
$$

Proof. It follows from (4.3) and (4.5) that

$$
\left(\tilde{v}^{k}-v^{*}\right)^{T} H\left(v^{k}-\tilde{v}^{k}\right) \geq\left(\lambda^{k}-\tilde{\lambda}^{k}\right)^{T} B\left(y^{k}-\tilde{y}^{k}\right)
$$

Assertion (4.6) follows from the last inequality and the definition of $\varphi\left(v^{k}, \tilde{v}^{k}\right)$ and the lemma is proved.

Now, we observe the right hand side of (4.6). Note that

$$
\begin{align*}
\varphi\left(v^{k}, \tilde{v}^{k}\right) & =\left\|v^{k}-\tilde{v}^{k}\right\|_{H}^{2}+\left(\lambda^{k}-\tilde{\lambda}^{k}\right)^{T} B\left(y^{k}-\tilde{y}^{k}\right) \\
& =\frac{1}{2}\left\|v^{k}-\tilde{v}^{k}\right\|_{H}^{2}+\frac{1}{2 \beta}\left\|\beta B\left(y^{k}-\tilde{y}^{k}\right)+\left(\lambda^{k}-\tilde{\lambda}^{k}\right)\right\|^{2} \\
& \geq \frac{1}{2}\left\|v^{k}-\tilde{v}^{k}\right\|_{H}^{2} \tag{4.8}
\end{align*}
$$

## Ye-Yuan's Alternating Direction Method of Multipliers

Ye-Yuan's alternating direction method is a prediction-correction method. The predictor is generated by (4.1). The correction step is to update the new iterate.

Correction Using the $\tilde{v}^{k}$ produced by (4.1), update the new iterate $v^{k+1}$ by

$$
\begin{equation*}
v^{k+1}=v^{k}-\alpha_{k}\left(v^{k}-\tilde{v}^{k}\right), \quad \alpha_{k}=\gamma \alpha_{k}^{*}, \quad \gamma \in(0,2) \tag{4.9a}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{k}^{*}=\frac{\varphi\left(v^{k}, \tilde{v}^{k}\right)}{\left\|v^{k}-\tilde{v}^{k}\right\|_{H}^{2}} \tag{4.9b}
\end{equation*}
$$

Usually, in comparison with the computational load for obtaining ( $\left.\tilde{x}^{k}, \tilde{y}^{k}\right)$ in (4.1), the calculation cost for step-size $\alpha_{k}^{*}$ is slight.

We obtain an essential inequality for convergence in the following theorem which was proved by Ye and Yuan in [29].

Theorem 4.1 Let $\tilde{w}^{k}=\left(\tilde{x}^{k}, \tilde{y}^{k}, \tilde{\lambda}^{k}\right) \in \Omega$ be generated by (4.1) from the given $v^{k}=\left(y^{k}, \lambda^{k}\right)$ and the new iterate $v^{k+1}$ be given by (4.9). Then we have

$$
\begin{equation*}
\left\|v^{k+1}-v^{*}\right\|_{H}^{2} \leq\left\|v^{k}-v^{*}\right\|_{H}^{2}-\frac{\gamma(2-\gamma)}{4}\left\|v^{k}-\tilde{v}^{k}\right\|_{H}^{2}, \forall v^{*} \in \mathcal{V}^{*} \tag{4.10}
\end{equation*}
$$

Proof. By using (4.6) and (4.9), we obtain

$$
\begin{align*}
& \left\|v^{k}-v^{*}\right\|_{H}^{2}-\left\|v^{k+1}-v^{*}\right\|_{H}^{2} \\
& \quad=\left\|v^{k}-v^{*}\right\|_{H}^{2}-\left\|\left(v^{k}-v^{*}\right)-\gamma \alpha_{k}^{*}\left(v^{k}-\tilde{v}^{k}\right)\right\|_{H}^{2} \\
& \quad \geq 2 \gamma \alpha_{k}^{*} \varphi\left(v^{k}, \tilde{v}^{k}\right)-\gamma^{2}\left(\alpha_{k}^{*}\right)^{2}\left\|v^{k}-\tilde{v}^{k}\right\|_{H}^{2} \\
& \quad=\gamma(2-\gamma)\left(\alpha_{k}^{*}\right)^{2}\left\|v^{k}-\tilde{v}^{k}\right\|_{H}^{2} \tag{4.11}
\end{align*}
$$

In addition, it follows from (4.8) and (4.9b) that $\alpha_{k}^{*} \geq \frac{1}{2}$. Substituting this fact in (4.11), the theorem is proved.

## Convergence Both (3.10) and (4.10) can be written as

$$
\left\|\begin{array}{l}
B\left(y^{k+1}-y^{*}\right) \\
\frac{1}{\beta}\left(\lambda^{k+1}-\lambda^{*}\right)
\end{array}\right\|^{2} \leq\left\|\begin{array}{l}
B\left(y^{k}-y^{*}\right) \\
\frac{1}{\beta}\left(\lambda^{k}-\lambda^{*}\right)
\end{array}\right\|^{2}-c_{0}\left\|\begin{array}{l}
B\left(y^{k}-\tilde{y}^{k}\right) \\
\frac{1}{\beta}\left(\lambda^{k}-\tilde{\lambda}^{k}\right)
\end{array}\right\|^{2}, \forall v^{*} \in \mathcal{V}^{*}
$$

It leads to that

$$
\lim _{k \rightarrow \infty} B y^{k}=B y^{*} \quad \text { and } \quad \lim _{k \rightarrow \infty} \lambda^{k}=\lambda^{*}
$$

## 5 Application and Numerical Experiments

### 5.1 Calibrating the correlation matrices

We consider to solve the following problem:

$$
\begin{equation*}
\min \left\{\left.\frac{1}{2}\|X-C\|_{F}^{2} \right\rvert\, X \in S_{+}^{n} \cap S_{B}\right\} \tag{5.1}
\end{equation*}
$$

where

$$
S_{+}^{n}=\left\{H \in R^{n \times n} \mid H^{T}=H, H \succeq 0\right\},
$$

and

$$
S_{B}=\left\{H \in R^{n \times n} \mid H^{T}=H, H_{L} \leq H \leq H_{U}\right\} .
$$

$H_{L}$ and $H_{U}$ are given symmetric matrices.
Use the following Matlab Code to produce the matrices $C, H_{L}$ and $H_{U}$

```
rand('state',0); C=rand(n,n); C=(C'+C)-ones(n,n) + eye(n);
%%% C is symmetric and C_{ij} is in (-1,1), C_{jj} is in (0,2) %%
HU=ones(n,n)*0.1; HL=-HU; for i=1:n HU(i,i)=1; HL(i,i)=1; end;
```

The problem is converted to the following equivalent one:

$$
\begin{array}{rl}
\min & \frac{1}{2}\|X-C\|^{2}+\frac{1}{2}\|Y-C\|^{2} \\
\mathrm{s.t} & X-Y=0  \tag{5.2}\\
& X \in S_{+}^{n}, Y \in S_{B}
\end{array}
$$

The basic sub-problems in alternating direction methods for the problem (5.2)

- For fixed $Y^{k}$ and $Z^{k}$,

$$
\tilde{X}^{k}=\underset{\sim}{\operatorname{Argmin}}\left\{\left.\frac{1}{2}\|X-C\|_{F}^{2}-\operatorname{Tr}\left(Z^{k} X\right)+\frac{\beta}{2}\left\|X-Y^{k}\right\|_{F}^{2} \right\rvert\, X \in S_{+}^{n}\right\}
$$

- With fixed $\tilde{X}^{k}$ and $Z^{k}$,

$$
\tilde{Y}^{k}=\operatorname{Argmin}\left\{\left.\frac{1}{2}\|Y-C\|_{F}^{2}+\operatorname{Tr}\left(Z^{k} Y\right)+\frac{\beta}{2}\left\|\tilde{X}^{k}-Y\right\|_{F}^{2} \right\rvert\, Y \in S_{B}\right\}
$$



$$
\begin{equation*}
\tilde{X}^{k}=P_{S_{+}^{n}}\left\{\frac{1}{1+\beta}\left(\beta Y^{k}+Z^{k}+C\right)\right\} \tag{5.3}
\end{equation*}
$$

Note that

$$
P_{S_{+}^{n}}(A)=U \Lambda^{+} U^{T}, \text { where } \quad \Lambda^{+}=\max (\Lambda, 0) \quad \text { and } \quad[U, \Lambda]=\operatorname{eig}(A) .
$$

Similarly, $\tilde{Y}^{k}$ in is given by

$$
\begin{equation*}
\tilde{Y}^{k}=P_{S_{B}}\left\{\frac{1}{1+\beta}\left(\beta \tilde{X}^{k}-Z^{k}+C\right)\right\} . \tag{5.4}
\end{equation*}
$$

$S_{B}=\left\{H \mid H_{L} \leq H \leq H_{U}\right\}, \quad P_{S_{B}}(A)=\min \left(\max \left(H_{L}, A\right), H_{U}\right)$
The most time consuming calculation is $[U, \Lambda]=\operatorname{eig}(A), 9 n^{3}$

The main Matlab Code of an iteration in the Classical ADM

```
    Y0=Y; Z0=Z; k=k+1;
    X=(Y0*beta+Z0+C) / (1+beta);
        [V,D]=eig(X); D=max(0,D); X=(V*D)*V';
Y=min(max((X*beta-Z0+C)/(1+beta),HL),HU);
Z=Z0-(X-Y)*beta;
```

The main Matlab Code of an iteration in Ye-Yuan's ADM

```
    YO=Y; }\quad\textrm{ZO}=\textrm{Z};\quad\textrm{k}=\textrm{k}+1
    X=(Y0*beta+Z0+C)/(1+beta);
    [V,D]=eig(X); D}=max(0,D); X=(V*D)*V' ;
Y=min(max ((X*beta-Z0+C) / (1+beta),HL),HU);
%%%%%%%%%%%%
EY=YO-Y; EZ=(X-Y)*beta;
T1 = EY(:)'*EY(:); T2 = EZ(:)'*EZ(:); TA=T1*beta + T2/beta
T2 = (EY(:)'`*EZ(:));
alpha=(TA-T2) *gammaY/TA;
Y=Y0-EY*alpha; Z=Z0-EZ*alpha;
```

Numerical results for problem (5.1)
$C=\operatorname{rand}(n, n) ; \quad C=\left(C^{\prime}+C\right)-$ ones $(n, n)+$ eye $(n)$
$H_{U}=\operatorname{ones}(\mathrm{n}, \mathrm{n})^{*} 0.2 ; \quad H_{L}=-H_{U} ; \quad H_{U}(j j)=H_{L}(j j)=1$.

Numerical Results for calibrating correlation matrix (Using Matlab EIG)

| $n \times n$ Matrix | Classical ADM |  | Glowinski's ADM |  | Ye-Yuan's ADM |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| $n=$ | No. It | CPU Sec. | No. It | CPU Sec. | No. It | CPU Sec. |
| 500 | 40 | 18.03 | 39 | 17.68 | 32 | 14.99 |
| 800 | 41 | 73.28 | 39 | 70.00 | 33 | 60.80 |
| 1000 | 43 | 141.69 | 42 | 138.30 | 34 | 114.67 |
| 1500 | 47 | 471.77 | 45 | 452.22 | 41 | 419.70 |
| 2000 | 55 | 1254.01 | 53 | 1206.94 | 45 | 1035.38 |

Numerical Results for calibrating correlation matrix (Using MeXEIG)

| $n \times n$ Matrix | Classical ADM |  | Glowinski's ADM |  | Ye-Yuan's ADM |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| $n=$ | No. It | CPU Sec. | No. It | CPU Sec. | No. It | CPU Sec. |
| 500 | 40 | 5.57 | 39 | 5.38 | 32 | 4.67 |
| 800 | 41 | 18.13 | 39 | 17.15 | 33 | 15.13 |
| 1000 | 43 | 34.75 | 42 | 34.00 | 34 | 28.50 |
| 1500 | 47 | 123.77 | 45 | 117.87 | 41 | 110.17 |
| 2000 | 55 | 306.32 | 53 | 294.75 | 45 | 255.72 |

$$
\frac{\text { It. No. of Ye-Yuan's ADM }}{\text { It. No. of Classical ADM }} \approx \frac{5}{6} \text {. }
$$

It seems that Ye-Yuan's Algorithm converges faster than primary ADM.

### 5.2 Application for Sparse Covariance Selection

For the details of applications in this subsection, please see the reference [30].

```
The problem
```

$$
\begin{equation*}
\min _{X}\left\{\operatorname{Tr}(\Sigma X)-\log (\operatorname{det}(X))+\rho e^{T}|X| e \mid X \in S_{+}^{n}\right\} \tag{5.5}
\end{equation*}
$$

The equivalent problem:

$$
\begin{align*}
\min & \operatorname{Tr}(\Sigma X)-\log (\operatorname{det}(X))+\rho e^{T}|Y| e \\
\text { s.t } & X-Y=0  \tag{5.6}\\
& X \in S_{+}^{n}
\end{align*}
$$

For given $Y^{k}$ and $Z^{k}$, get $\left(\tilde{X}^{k}, \tilde{Y}^{k}, \tilde{Z}^{k}\right)$ in the following procedure:

1. For fixed $Y^{k}$ and $Z^{k}, \tilde{X}^{k}$ is the solution of the following problem

$$
\min \left\{\left.\operatorname{Tr}(\Sigma X)-\log (\operatorname{det}(X))-\operatorname{Tr}\left(Z^{k} X\right)+\frac{\beta}{2}\left\|X-Y^{k}\right\|_{F}^{2} \right\rvert\, X \in S_{+}^{n}\right\}
$$

2. Then, with fixed $\left(\tilde{X}^{k}, Z^{k}\right), \tilde{Y}^{k}$ is a solution of

$$
\min \left\{\rho e^{T}|Y| e+\operatorname{Tr}\left(Z^{k} Y\right)+\frac{\beta}{2}\left\|\tilde{X}^{k}-Y\right\|_{F}^{2}\right\}
$$

3. Finally, update $\tilde{Z}^{k}$ by

$$
\begin{equation*}
\tilde{Z}^{k}=Z^{k}-\beta\left(\tilde{X}^{k}-\tilde{Y}^{k}\right) . \tag{5.7}
\end{equation*}
$$

Solving the $X$ subproblem for getting $\tilde{X}^{k}$ :

$$
\begin{equation*}
\tilde{X}^{k}=\operatorname{Argmin}\left\{\left.\frac{1}{2}\left\|X-\left[Y^{k}-\frac{1}{\beta}\left(\Sigma-Z^{k}\right)\right]\right\|_{F}^{2}-\frac{1}{\beta} \log (\operatorname{det}(X)) \right\rvert\, X \in S_{+}^{n}\right\} \tag{5.8}
\end{equation*}
$$

It should hold that $\tilde{X} \succ 0$ and thus $\tilde{X}$ is the solution of matrix equation

$$
\begin{equation*}
X-\left(Y^{k}-\frac{1}{\beta}\left(\Sigma-Z^{k}\right)\right)-\frac{1}{\beta} X^{-1}=0 \tag{5.9}
\end{equation*}
$$

By setting

$$
\begin{equation*}
A=Y^{k}-\frac{1}{\beta}\left(\Sigma-Z^{k}\right) \tag{5.10}
\end{equation*}
$$

and using

$$
\begin{equation*}
[V, \Lambda]=\operatorname{eig}(A) \tag{5.11}
\end{equation*}
$$

in Matlab, we get

$$
A=V \Lambda V^{T}, \quad \Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) .
$$

In fact, the solution of matrix equation (5.9) should have the same eigenvectors as matrix $A$.

$$
\begin{equation*}
\tilde{X}=V \tilde{\Lambda} V^{T}, \quad \tilde{\Lambda}=\operatorname{diag}\left(\tilde{\lambda}_{1}, \ldots, \tilde{\lambda}_{n}\right) \tag{5.12}
\end{equation*}
$$

It follows from (5.9) that

$$
\tilde{\Lambda}-\Lambda-\frac{1}{\beta} \tilde{\Lambda}^{-1}=0
$$

and thus

$$
\tilde{\lambda}_{j}=\frac{\lambda_{j}+\sqrt{\lambda_{j}^{2}+(4 / \beta)}}{2}, \quad j=1, \ldots, n
$$

Indeed, $\tilde{\lambda}_{j}>0$ and thus $\tilde{X} \succ 0$ (see (5.12)).
The main computational load for getting $\tilde{X}^{k}$ is the eigenvalues-vectors decomposition in (5.11).

```
Solving the }Y\mathrm{ subproblem for getting }\mp@subsup{\tilde{Y}}{}{k}\mathrm{ :
```

The first order condition for minimization problem

$$
\min \left\{\rho e^{T}|Y| e+\operatorname{Tr}\left(Z^{k} Y\right)+\frac{\beta}{2}\left\|\tilde{X}^{k}-Y\right\|_{F}^{2}\right\}
$$

is

$$
0 \in \frac{\rho}{\beta} \partial(|Y|)+Y-\left(\tilde{X}^{k}-\frac{1}{\beta} Z^{k}\right) .
$$

In fact,

$$
\tilde{Y}^{k}=\left(\tilde{X}^{k}-\frac{1}{\beta} Z^{k}\right)-P_{B_{\infty}^{\rho / \beta}}\left[\tilde{X}^{k}-\frac{1}{\beta} Z^{k}\right]
$$

where $B_{\infty}^{\rho / \beta}=\left\{X \in \mathbf{R}^{n \times n} \left\lvert\,-\frac{\rho}{\beta} \leq X_{i j} \leq \frac{\rho}{\beta}\right.\right\}$. The projection on a 'box' is very easy to be carried out!

### 5.3 Split feasibility problem and Matrix completion

Applying ADMM to the reformulated split feasibility problem (1.2), the $k$-th iteration begins with $\left(y^{k}, \lambda^{k}\right) \in \mathcal{B} \times \Re^{m}$, and the new iterate is generated by the following procedure:

$$
\left\{\begin{aligned}
x^{k+1} & =\operatorname{Argmin}\left\{\left.\frac{1}{2}\left\|A x-\left(y^{k}+\lambda^{k} / \beta\right)\right\|^{2} \right\rvert\, x \in \mathcal{X}\right\} \\
y^{k+1} & =P_{\mathcal{B}}\left[A x^{k+1}-\lambda^{k} / \beta\right] \\
\lambda^{k+1} & =\lambda^{k}-\beta\left(A x^{k+1}-y^{k+1}\right)
\end{aligned}\right.
$$

The $x$-subproblem is a problem of form $\min \left\{\left.\frac{1}{2}\|A x-a\|^{2} \right\rvert\, x \in \mathcal{X}\right\}$. After getting $x^{k+1},\left(y^{k+1}, \lambda^{k+1}\right)$ is obtained by a projection and an evaluation.

Matrix completion is to recover an unknown matrix from a sampling of its entries. For an $m \times n$ matrix $M, \Omega$ denotes the indices subset of the matrix

$$
\Omega=\{(i j) \mid i \in\{1,2, \ldots, m\}, j \in\{1,2, \ldots, n\}\}
$$

The mathematical form of the considered problem is

$$
\min \left\{\|X\|_{*} \mid X_{i j}=M_{i j},(i j) \in \Omega\right\}
$$

where $\|X\|_{*}$ is the nuclear norm of $X$ [2]. It can convert to the following problem

$$
\begin{aligned}
\min _{X, Y} & \|X\|_{*} \\
\text { s. t } & X-Y=0 \\
& Y_{i j}=M_{i j}, \forall(i j) \in \Omega
\end{aligned}
$$

It belongs to the problem (1.1) and was successfully solved by the alternating direction methods [4].

Simple iterative scheme + nice convergence properties $\Rightarrow$ wide applications of ADMM in large scale optimization
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