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Summary. In this paper, we consider analytic perturbations of an integrable Hamiltonian
system in a given resonant surface. It is proved that, for most frequencies on the resonant
surface, the resonant torus foliated by nonresonant lower dimensional tori is not destroyed
completely and that there are some lower dimensional tori which survive the perturbation
if the Hamiltonian satisfies a certain nondegenerate condition. The surviving tori might
be elliptic, hyperbolic, or of mixed type. This shows that there are many orbits in the
resonant zone which are regular as in the case of integrable systems. This behavior might
serve as an obstacle to Arnold diffusion. The persistence of hyperbolic lower dimensional
tori has been considered by many authors [5], [6], [15], [16], mainly for multiplicity one
resonant case. To deal with the mechanisms of the destruction of the resonant tori of
higher multiplicity into nonhyperbolic lower dimensional tori, we have to deal with some
small coefficient matrices that are the generalization of small divisors.
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1. Introduction

Consider a Hamiltonian system

H(x, y) = H0(y)+ εP(x, y), (1.1)
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where y ∈ G ⊂ Rn, x ∈ Tn, H0, and P are real analytic functions defined on a
complex neighborhood of the closed bounded regionG and the torusTn(= Rn/2πZn),
respectively;H0 satisfies the standard nondegeneracy condition det∂2H0

∂y2 (y) 6= 0 in G.
P is a perturbation andε > 0 is a small parameter.

For the unperturbed HamiltonianH0(y), ω = ∂H0
∂y (y) is called nonresonant if it

satisfies〈k, ω〉 6= 0 for anyk ∈ Zn\0. Otherwise it is resonant.ω is called a multiplicity
m0 resonant frequency if there is a rankm0 subgroupg of Zn generated by independent
integer vectorsτ1, . . . , τm0 such that〈k, ω〉 = 0 for all k ∈ g and〈k, ω〉 6= 0 for all
k ∈ Zn/g.

For any given subgroupg,

O(g,G) = {y ∈ G: 〈k, ω(y)〉 = 0, k ∈ g}
is anm = n − m0 dimensional surface, which is called ag-resonant surface. Locally
it is diffeomorphic toRn−m0. In a typical way (see [1]), by passing to a finite covering
which will also lead to the global result onG, we may assume thatO(g,G) is globally
diffeomorphic to a subdomain inRn−m0 without loss of generality.

For the trivial subgroupg = 0, according to the celebrated KAM (Kolmogorov-
Arnold-Moser) theory (see [1], [8], [10]), most of the nonresonant tori of the integrable
system persist under a small perturbation. This paper deals with the perturbation of the
resonant tori. More precisely, for a givenO(g,G) of multiplicity m0 > 0, we will
investigate what happens to the resonant torus of the unperturbed system with frequency
∂H0
∂y (y) for y ∈ O(g,G) under a small perturbation. The perturbation of the resonant tori

is more complicated. In general, it will be destroyed [11] by the perturbation. Note that if
y ∈ O(g,G), the invariant torus ofH0 with frequency∂H0

∂y (y) is foliated bym= n−m0

dimensional tori. We will prove that,for most of y∈ O(g,G) in the measure sense,
there are some lower dimensional tori on the resonant torus which survivegeneral
perturbations.

We will work out a KAM-type theorem in a resonant surfaceO(g,G) for any given
subgroupg of Zn. We first set up the problem. Similar to [16], by group theory, there
are integer vectorsτ ′1, . . . , τ

′
m ∈ Zn such thatZn is generated byτ1, . . . , τm0, τ

′
1, . . . , τ

′
m

and det(K0) = 1, whereK0 = (K∗, K ′), K∗ = (τ ′1, . . . , τ
′
m), K ′ = (τ1, . . . , τm0) are

n× n, n×m, andn×m0, respectively.
We sayH0 is g-nondegenerate ifH0 is nondegenerate and detK ′T ∂2H0

∂y2 (y)K ′ 6= 0 for
y ∈ O(g,G).

SinceP(x, y) is a real analytic function defined on some complex neighborhood of
Tn × G, using Fourier’s expansion yields

P(x, y) =
∑
k∈Zn

Pke
√−1〈k,x〉.

For the subgroupg of Zn, let

h0(ϕ, y) =
∑
k∈g

Pke
√−1〈k,x〉 =

∑
l∈Zm0

PK ′l e
√−1〈l ,ϕ〉, (1.2)

whereϕ = K ′T x. Clearly,h0 has at leastm0+ 1 critical points onTm0. Moreover, there
are at least 2m0 critical points if all of them are nondegenerate (see [9]).
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Let ϕ0 be a nondegenerated critical point ofh0(ϕ, y), i.e., ∂h0
∂ϕ
(ϕ0, y) = 0, and

∂2h0
∂ϕ2 (ϕ0, y) is nonsingular.

Treshchev [16] proved that for anyy0 ∈ O(g,G), there is anm-dimensional torus on
the resonant torus which persists and only undergoes a small deformation ifω∗ =
K T
∗ ω(y0) as anm-vector satisfies the Diophantine condition and no eigenvalue of

5K ′T ∂2H0
∂y2 (y0)K ′ is positive or zero (for simplicity, the later condition will be called

Treshchev’s hyperbolicity condition), where5 = ∂2h0
∂ϕ2 (ϕ0, y0). Eliasson [6], Chierchia

and Gallavotti [5], and Rudnev and Wiggins [15] also obtained a similar result for the
multiplicity one resonant case. Actually, Treshchev’s condition implies that the Hamil-
tonian equations of motion with HamiltonianH0(y) + εh0(y, ϕ) have a hyperbolic
m-dimensional torus for anyy ∈ O(g,G) close toy0. By a series of symplectic changes
of variables, he reduced (1.1) to the following Graff’s form [7], with a small parameter:

H = 〈ω∗, y〉 + ε
2
〈y, 0y〉 + ε〈z−, Ä0(x, y)z+〉 + εO(|z|3), z+, z− ∈ Cm0,

wherex ∈ Tm, y ∈ Rm, 0 is a nonsingular symmetric matrix, and Re〈γ,Äγ̄ 〉 ≥ σ |γ |2,
for someσ > 0 and for allγ ∈ Cm0. By a modified Graff’s iteration scheme, he proved
that there exists a canonical change of variables8 such that

H ◦8(X,Y, Z) = 〈ω∗,Y〉 + ε
2
〈Y, 0̃Y〉 + ε〈Z−, Ä̃(X,Y)Z+〉 + εO((|Y| + |Z|)3),

where

0̃ = 0 + O(ε), Ä̃ = ω0+ O(ε), Z = (Z−, Z+).

Hence the perturbed system under consideration admits a hyperbolic invariant torus with
the same frequencyω∗.

Eliasson [6] considered the following case:

(C1) g = {lk0: l ∈ Z} with 〈k0, ω〉 = 0, for somek0 ∈ Zn\0,
(C2) |〈k, ω〉| ≥ γ

|k|τ , for k ∈ Zn\g,

(C3) k>0
∂2H0
∂y2 (y0)k0 > 0,

whereγ, τ > 0. (C1) corresponds to the multiplicity one resonance; the frequency
ω with (C2) is called the relative Diophantine to the groupg; (C3) represents the g-
nondegeneracy ofH0 at y0. Indeed, at this situation,K ′ = k0, and hence

detK ′>
∂2H0

∂y2
(y0)K

′ = K ′>
∂2H0

∂y2
(y0)K

′ = k>0
∂2H0

∂y2
(y0)k0 > 0.

Under his hyperbolicity assumption of the perturbationP(x,0), Eliasson deduced the
persistence problem to the perturbation of the following integrable system:

〈K>∗ ω(y0), y′〉 + 1

2
βy2

1 −
1

2
εax2

1 + O(y3
1)+ εO(x3

1)+
1

2
〈y′,My′〉,

wherea > 0, β = k>0
∂2H0
∂y2 (y0)k0. Note5 = −εa, and hence5K ′ ∂

2H0
∂y2 (y0)K ′ =

−εaβ < 0. This shows that, locally, Eliasson’s result coincides with Treshchev’s.



52 F. Cong et al.

These approaches do not work when the torus is not hyperbolic. Here we consider
the system on a whole resonant surface and prove the persistence result in a measure
sense.

We will prove that, for general nondegenerate perturbations, there is anm-dimensional
torus born from the resonant torus no matter if Treshchev’s hyperbolicity condition holds
or not. Certainly, in this case, the obtained torus might be elliptic, hyperbolic, or of mixed
type.

The main result of this paper is the following:

Theorem 1. Suppose that H is analytic. Moreover, H0 is g-nondegenerate for a given g,
and h0(ϕ, y) has an analytic family of nondegenerate critical points for all y∈ O(g,G).
Then there is anε0 > 0 (depending on H0, g, h0) and a Cantor set3∗ ⊂ O(g,G) such
that for 0 < ε < ε0, the system (1.1) admits a smooth family (in Whitney’s sense) of
m-dimensional invariant tori Iy0 parametrized by y0 ∈ 3∗. Moreover, the measure of
3∗ relative to O(g,G) tends to 1 asε→ 0.

Here a map defined on a Cantor set is said to be smooth in Whitney’s sense if its
Whitney extension is smooth. For details, see [13].

Remark 1. It is well-known that for a nearly integrable Hamiltonian system with many
degrees of freedom, the dynamical behavior (for example Arnold diffusion) of nearly
integrable systems in the resonant zone is very complicated if the stability of orbits is
destroyed. Hence it is important to study the mechanisms which lead to the destruction
of resonant tori under perturbations. Theorem 1 provides some further description of
those mechanisms, which shows that many orbits in the resonant zone are still quite as
regular as in the integrable case for nondegenerate (typical) small perturbations. Those
orbits might be hyperbolic, linearly stable, or of mixed type, which will influence the
Arnold diffusion.

Since Treshchev’s hyperbolicity condition is dropped in Theorem 1, the following
stronger result is an immediate consequence, which can be compared with Poincar´e’s
famous theorem [12] (See also [3], page 105).

Theorem 2. Under the assumptions of Theorem 1, if all critical points of h0(ϕ, y)
are nondegenerate, there is anε0 > 0 (depending on H0, g, h0) and a Cantor set
3′∗ ⊂ O(g,G) such that for0 < ε < ε0, the system (1.1) admits2m0 smooth families
of m-dimensional invariant tori parametrized by y0 ∈ 3′∗. Moreover, the measure of3′∗
relative to O(g,G) tends to 1 asε→ 0.

Remark 2. Recall Poincar´e’s theorem on the resonant torus foliated by periodic solu-
tions, i.e.,rank g = n − 1, m0 = 1 case. There it is proved that the perturbed system
has at least two periodic solutions if all critical points ofh0(ϕ, y) are nondegenerate.
Theorem 2 can be regarded as a generalization of Poincar´e’s theorem to the invariant
tori case on a Cantor set. Actually, Theorem 1 provides a positive answer to a conjecture
about a higher dimensional version of Poincar´e’s theorem in [3].
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Remark 3. Cheng [4] considered the multiplicity one resonant case and proved that
there is ann − 1 dimensional torus born from each resonant torus under a convexity
condition of the unperturbed system without imposing any restriction on the perturbation.
It seems that his approach does not work for higher resonant cases since it strongly
depends on the restriction of the dimension. It is believed that for the resonant case of
higher multiplicity, Cheng’s result is also true, i.e., the nondegeneracy condition of the
critical points is not essential although it has not been proved so far. Recently, Wang
[17] discussed general cases and gave a persistence theorem similar to Theorem 1 under
some additional assumptions.

After reduction to a suitable normal form at the nondegenerate critical point, Theo-
rem 1 is obtained as a consequence of the following theorem for the special Hamiltonian
system,

H = 〈ω, y〉 + δ
2
〈z,M(ω)z〉 + P(x, y, z), (1.3)

defined on the complex neighborhoodD(r, s) = {(x, y, z, ω) | | Im x| < r, |y| <
s2, |z| < s, ω ∈ O} of Tm× {0} × {0} ×O ⊂ Tm× Rm× R2m0 × Rm; whereO ⊂ Rm

is a bounded closed region with positive measure,M is a symmetric matrix smoothly
depending onω. For system (1.3) we prove

Theorem 3. Suppose that P is real analytic on some complex neighborhood D(r, s)
of the phase space Tm × {0} × {0} andO with |detM(ω)| ≥ d > 0. Then for a given
parameterγ , there are sufficiently smallµ0, δ0 such that ifδ ≤ δ0, µ ≤ µ0, and

|P| < s2γ 4m2
0δµ,

there exist a Cantor setO∗ ⊂ O, a (Whitney) smooth family of symplectic changes

8: D
(
r,

s

2

)
→ D(r, s),

and a smooth mapω∞: O∗ → Rm, such that

H ◦8 = 〈ω∞(ω), y〉 + δ
2
〈z,M∗(ω)z〉 + P∗(x, y, z, ω),

with

∂ l
y∂

p
z P∗|(y,z)=(0.0) = 0,

for |l | + |p| ≤ 2, whereω∞ − id = O(µ),M∗ − M = O(µ). Thus for eachω ∈ O∗,
the perturbed system (1.3) admits an invariant torus with frequencyω∞(ω). Moreover,
|O\O∗| = O(γ ).

Remark 4. In Treshchev’s and Eliasson’s cases,

M =
(

0 Ä0

Ä>0 0

)
.
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Hence

J M =
(
Ä>0 0
0 −Ä0

)
,

whereJ = ( 0 −Im0
Im0 0

)
, Is denotes the unity matrix of orders. Then for each eigenvalue

λ of J M,

|Reλ| ≥ σ.
However, in Theorem 3, we only require thatM is nonsingular, and hence some eigen-
values of J M might be purely imaginary and multiple. This shows that Theorem 1
can conclude the existence of some nonhyperbolic invariant tori. Hence, Theorem 1
generalizes Treshchev’s and Eliasson’s results.

On the other hand, for a general system without small parameterδ,

N = 〈ω, y〉 + 1

2
〈z,M1z〉, (1.4)

if by a smooth symplectic change of variables

z=
(

u
v

)
= 8

(
u1

v1

)
= 8(z1),

one has

N ◦8 = 〈ω, y〉 + δ
2
〈z1,M2z1〉 + O(|z|3),

whereδM2 = ∂8(0)>M1∂8(0), then

detM2 = 1

δ2m0
det(∂8(0)>∂8(0))detM1 = 1

δ2m0
detM1, (1.5)

since∂8(0)>J∂8(0) = J implies det(∂8(0)>∂8(0)) = 1. (1.5) shows that, generally,
one cannot deduce (1.4) to the problem considered in Theorem 3. It is well-known that if
δ is not small, sayδ = 1, one has to require more restrictions on the frequencies such as

|〈k, ω〉 + 〈l , Ä〉| 6= 0, |l | ≤ 2,

for 〈z,M(ω)z〉 =∑m0
i=1Äi (ω)zi z−i (see P¨oschel [14]), and

|det(
√−1〈k, ω〉I2m0 + M J)| 6= 0,

|det(
√−1〈k, ω〉I4m2

0
+ (M J)⊗ I2m0 − I2m0 ⊗ (J M))| 6= 0,

for generalM (see You [19]). For sufficiently smallδ, Theorem 3 does not need the
above conditions, and thus it has a special advantage whenδ

2〈z,M(ω)z〉 in (1.3) arises
from the perturbation. SinceM may be nondiagonal and in general, since there is no
symplectic transformation depending smoothly onω which turnsM(ω) in (1.3) into a
diagonal one unlessJ M has distinct eigenvalues, Bourgain’s theorem [2] also cannot be
directly applied here.
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As is well known, the set of all 2m0×2m0 symmetric matrices with distinct eigenvalues
is open and dense in the space of all 2m0 × 2m0 symmetric matrices. However, in our
problem, we do not know if the setM = {ω ∈ O: M(ω) has distinct eigenvalues} is
nonempty. It is possible thatM has a zero measure. Even ifM has a positive measure,
one cannot use perturbation technique to study such systems in the KAM theory. Actually,
many systems in physical science, such as decoupled oscillators, admit such multiplicity,
and this kind of multiplicity has been one of the difficult problems in the perturbation
theory (see [2]).

Remark 5. To obtain the persistence of lower dimensional tori on the resonant torus, we
will separate the resonant frequency into two parts: the relative diophantine one and the
complementary one. This process is similar to Treshchev’s. In that way, we can reduce
(1.1) to the form (1.3). Note that the part related to the normal variables is not of the usual
diagonal form, and that there is no symplectic change that transforms the nondiagonal
form into the diagonal one. For that reason, some new linearized equations and small
divisor conditions similar to [19] have to be taken into account.

Remark 6. We give an example to illustrate our result in an explicit way. Consider an
analytic Hamiltonian

H = 1

2

n∑
i=1

y2
i + εF(x),

in B(1,0)×Tn whereB(1,0) is a unit ball inRn centered at the origin with radius 1. Let
g be the subgroup generated byτ ′1 = (0,0, . . . ,0,1), . . . , τ ′m0

= (0, . . . ,0,1,0, . . . ,0).
Then

O(g,G) = {(y,0) ∈ B(1,0), y ∈ Rn−m0, |y| ≤ 1
}
,

which can be regarded as a unit ball inRn−m0. Suppose that̄F(xn−m0+1, . . . , xn) =∫ 2π
0 F(x)dx1 . . .dxn−m0 hasl nondegenerate critical points. By applying Theorem 1, we

know H has at leastl Cantor families of invariant tori of dimensionn−m0 parametrized
by y′ in a Cantor set. Moreover, treating the Cantor set as a set in the unit ball ofRn−m0,
it has positive measure which tends to the full measure asε→ 0.

We note that, by Treshchev’s result, one can obtain the persistence of a lower dimen-
sional torus only if12

∑n
i=n−m0+1 y2

i + F̄ has a nondegeneratehyperboliccritical point.
Generally there are some other types of critical points (see [9]). By our Theorem 2, we
can get at least 2m0 tori if all critical points of F̄ are nondegenerate.

Let us outline the proof of the theorems. In Section 2, we reduce (1.1) to the normal
form. This process is similar to [16]. After the reduction, Theorem 1 is a consequence
of Theorem 3. A detailed proof of Theorem 3 is given in Section 3 by a KAM-type
iteration. In Section 3, we describe one cycle of KAM steps. Section 4 provides an
iteration lemma, which shows the validity of each step. Finally in Section 5, we give
the proof of Theorem 3. Then we focus our attention on the measure estimate of the
Cantor set.
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2. Reduction to Normal Form

For the given subgroupg in Theorem 1, following Treshchev’s transformation technique
[16], we reduce (1.1), near a nondegenerate critical point ofh0, into the following normal
form:

H = N0+ P0,

where

N0 = 〈ω, y〉 + ε
2
(〈u,V0u〉 + 〈v,U0v〉), |P0| = O(ε2),

andx ∈ Tm, y ∈ Rm, u, v ∈ Rm0, ω varies in somem-dimensional subset with positive
measure,V0,U0 are nonsingular matrices depending smoothly onω. Then we will show
that Theorem 3 implies Theorem 1.

Let

0 = K T
0
∂2H0

∂y2
(y0)K0 =

(
011 012

021 022

)
,

where011, 012, 021, 022 arem×m, m×m0, m0×m, m0×m0 matrices, respectively, and
012 = 0T

21, 022 = K ′T ∂2H0
∂y2 (y0)K ′(≡ 0̂). For anyy0 ∈ O(g,G), by Taylor’s formula,

we expand the Hamiltonian (1.1) into the following form:

H(x, y) = 〈ω(y0), y−y0〉+ 1

2

〈
∂2H0

∂y2
(y0)(y− y0), y− y0

〉
+εP(x, y)+O(|y−y0|3),

up to a constant. By the symplectic coordinate transformationy− y0 = K0 p,q = K T
0 x,

the above Hamiltonian is changed to

H(q, p) = 〈ω∗, p′〉 + 1

2
〈p, 0(y0)p〉 + ε P̄(q, p)+ O(|p|3)

= 〈ω∗, p′〉 + 1

2
〈p′′, 022p′′〉 + ε P̄(q, p)+ O(|p|3)+ O(|p′|2)

+ O(|p′| · |p′′|), (2.1)

whereω∗ = K T
∗ ω(y0), p′ = (p1, . . . , pm)

T , p′′ = (pm+1, . . . , pn)
T ,

P̄(q, p) = P((K T
0 )
−1q, y0+ K0 p). (2.2)

Denote byO(g,G) = {ω∗ ∈ Rm : y ∈ O(g,G)}. We know thatO(g,G) is a bounded
region in Rm. SinceO(g,G) is diffeomorphic to them-dimensional surfaceO(g,G),
we will useω∗ as a parameter instead ofy0 in the following. This approach has been
used by many authors [1], [14], [15], to simplify the proofs. In the following, we work
with

H(q, p) = 〈ω∗, p′〉 + 1

2
〈p′′, 022(ω

∗)p′′〉 + ε P̄(q, p, ω∗)

+ O(|p|3)+ O(|p′|2)+ O(|p′| · |p′′|), (2.3)

whereω∗ ∈ O(g,G) serves as a parameter.
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Chooseω ∈ O(g,G) such that

|〈k, ω〉| > γ0|k|−τ , ∀0 6= k ∈ Zm, (2.4)

where|k| =∑m
i=1 |ki |, andγ0, τ are fixed positive constants. Denote byO′ the set ofω

satisfying (2.4).
For ω ∈ O′, we separate the first-order resonant terms from the perturbation by a

canonical transformation of coordinates

(p,q mod 2π) −→ (Y, X mod 2π): p = ∂S(q,Y)

∂q
, X = ∂S(q,Y)

∂Y
,

where

S= 〈Y,q〉 + ε
∑

k∈Zm\0

√−1hk

〈ω, k〉 (q
′′, ω)e

√−1〈k,q′〉,

with hk =
∫ 2π

0 P̄(q,0)e
√−1〈k,q′〉dq′. Then

p′ = Y′ + √−1ε
∑
k∈Zm

kSke
√−1〈k,q′〉, Sk =

√−1hk

〈ω, k〉 ,

p′′ = Y′′ + O(ε), X = q.

From (2.4) it follows thatS is real analytic. The new Hamiltonian function reads as

H(X,Y) = 〈ω,Y′〉 + 1

2
〈Y′′, 022(ω)Y

′′〉 + εh0(X
′′, ω)

+ O(εY)+ O(ε2)+ O(|Y|3)+ O(|Y′|2)+ O(|Y′||Y′′|). (2.5)

We have assumed thath0(X′′, ω) has a nondegenerate critical point, sayX′′0. Without
loss of generality, we assumeX′′0 = 0 up to a linear coordinate transformation. (2.5) is
then equivalent to the following:

H(X,Y) = 〈ω,Y′〉 + 1

2
〈Y′′, 022(ω)Y

′′〉 + 1

2
ε

〈
∂2h0

∂ϕ2
(0, ω)X′′, X′′

〉
+ O(εY)+ O(ε2)+ O(|Y|3)+ O(|Y′|2)
+ O(|Y′| · |Y′′|)+ εO(|X′′|3), (2.6)

up to an irrelevant constantεh0(0).
In the next step, we scale the variableY to reduce some less significant terms to a

new perturbation. TakeY = ε 1
2 Ȳ; it arrives at

H(X, Ȳ) = H(X, ε
1
2 Ȳ)/ε

1
2

= 〈ω, Ȳ′〉 + ε
1
2

2

(〈
Ȳ′′, 022(ω)Ȳ

′′〉+ 〈X′′, ∂2h0

∂ϕ2
(0, ω)X′′

〉)
+ ε 1

2

(
ε

1
2 O(Ȳ)+ O(ε)+ ε 1

2 O(|Ȳ|3)

+ O(|Ȳ′|2)+ O(|Ȳ′| · |Ȳ′′|)+ O(|X′′|3)
)
. (2.7)
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We replaceX′, Ȳ′, X′′, Ȳ′′, ε
1
2 , 022, and ∂2h0

∂ϕ2 (0, ω) by x, y,u, v, ε,U0, and V0, re-
spectively. Then

H(x, y,u, v) = N0+ P0, (2.8)

where

N0 = 〈ω, y〉 + ε
2
(〈u,V0(ω)u〉 + 〈v,U0(ω)v〉), (2.9)

and

P0 = O(ε2)+ εO(|y|2)+ εO(|y| · |v|)+ εO(|u|3). (2.10)

This is the desired normal form.
By Whitney’s extension theorem, we can assume thatP0 is a smooth function ofω

in O, and it coincides with our Hamiltonian only in the Cantor setO′(g,G).

The Proof of Theorem 1.Now we are in the position to prove that Theorem 3 implies
Theorem 1.

For any smallε, let s= ε 1
3 . We consider the Hamiltonian (2.8) in

D(r, s) = {(x, y,u, v): |Im x| < r, |y| < s2, |u| + |v| < s}.
It is a special case of (1.3) if we setz= (u, v), M = (U V

)
andO = O(g,G).

It is easy to see that in (2.8)

|P0| ≤ Cε2, (2.11)

on D(r, s)×O if ε is sufficiently small. Setδ = ε, γ = ε
1

4m2
0

( 1
3−σ)

, µ = εσ , σ ∈ (0, 1
3).

Then

|P0| ≤ δγ 4m2
0s2µ,

on D(r, s) × O if ε is sufficiently small. By Theorem 3, the Hamiltonian system with
Hamiltonian (2.8) has a family ofm-dimensional tori parametrized byy′ ∈ O∗(g,G) ⊂
O. Note that (2.8) coincides with our Hamiltonian (2.3) only in the Cantor setO′(g,G).
It follows that the Hamiltonian system with Hamiltonian (2.3) atω ∈ O∗(g,G) ∩
O′(g,G) ⊂ O(g,G) has a rotational torus. It is well-known that|O − O′| → 0 as

γ → 0. Sinceγ = ε
1

4m2
0

( 1
3−σ)

, it follows that|O − (O∗ ∩O′)| → 0 asε→ 0. Note that
O(g,G) is diffeomorphic toO(g,G). Going back toO(g,G), we have the conclusion
of Theorem 1.

Here and later we use| · | to denote norms of vector and functions (sometimes with
subscripts), and the measure of sets, andc′i s always denote the constants independent of
the iteration process.

In the following, we will give a detailed proof for Theorem 3.

3. The KAM Step

The KAM iteration process consists of infinitely many KAM steps. From each cycle
of KAM steps, one can find the constructions and estimates of the desired symplectic
changes and their domains, perturbed frequencies, and new perturbations.
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We start from Hamiltonian (1.3),

H = N + P,

defined inD(r, s), where

N = e+ 〈ω, y〉 + δ
2
〈z,Mz〉,

with

1

δγ 4m2
0s2
|P| ≤ µ¿ 1.

Since there is a detailed description of the KAM steps in [14], we only outline the
proof from theν-step to theν + 1-step. We also refer to [19] for a detailed proof of the
caseδ = 1 with an additional nondegenerate condition. For simplicity, we omit the index
of theν-step and denote by “+” and “−” the ν+1-step andν−1-step respectively. Here
we also would like to point out some differences between the usual approach and ours.
The linearized equations are not the usual ones. This framework seems to be necessary
for the problem under consideration, because the normal form we obtain is not of the
norm

∑
Äi zi z−i , and in general, it is also impossible to turn it into such a form by a

symplectic change of variables. This leads to the use of another nonresonant condition.

3.1. Approximating the Perturbation

Due to the presence of small divisors, one cannot remove all angle-variable-dependent
terms in one step. Following the main idea of KAM theory, we will find a symplectic
coordinate transformation such that thex-dependent term of the transformed system is
much smaller at each KAM step. First, we truncate the perturbationP and keep the
higher order terms to the next KAM step since they are already small enough.

Let R be the truncation ofP of the form

R=
∑
|k|≤K+

(Pk00+ 〈Pk10, y〉 + 〈Pk01, z〉 + 〈z, Pk02z〉)e
√−1〈k,x〉; (3.1)

K+ will be specified below. Then

P − R =
( ∑
|k|>K+

+
∑

|k|≤K+,2| j |+|q|≥3

)
Pkjqe

√−1〈k,x〉y j zq

= I + I I . (3.2)

We estimateP − R on a smaller domainD(r+, αs), α = µ 1
3 ∈ (0,1), r+ < r . First,

|I |D(r,s) ≤
∑
|k|>K+

|P|D(r,s)e−|k|(r−r+) ≤ δγ 4m2
0s2µ

∑
l>K

l me−l (r−r+)

≤ δγ 4m2
0s2µ

∫ ∞
K+
λme−λ(r−r+) dλ ≤ δγ 4m2

0s2µ2, (3.3)
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provided ∫ ∞
K
λme−λ(r−r+) dλ ≤ µ. (3.4)

Hence by (3.3)

|P − I |D(r,s) ≤ |P|D(r,s) + |I |D(r,s) ≤ 2δγ 4m2
0s2µ.

Second,

|I I |D(r+,αs) =
∣∣∣∣∣
∫
∂ |i |+|p|

∂yi ∂zp

∑
|k|≤K+,2| j |+|q|≥3

Pkjqe
√−1〈k,x〉y j zq dy dz

∣∣∣∣∣
D(r+,αs)

=
∣∣∣∣∫ ∂ |i |+|p|

∂yi ∂zp
(P − I )dy dz

∣∣∣∣
D(r+,αs)

≤
∣∣∣∣∣
∫ ∣∣∣∣ ∂ |i |+|p|∂yi ∂zp

(P − I )

∣∣∣∣
D(r, s

2 )

dy dz

∣∣∣∣∣
D(r+,αs)

≤ c1δγ
4m2

0α3s2µ = c1δγ
4m2

0s2µ2, (3.5)

where 2|i | + |p| = 3 and
∫ = ∫ y

0 · · ·
∫ y

0

∫ z
0 · · ·

∫ z
0 with 2|i | + |p|-times. Thus on

D(r+, αs),

|P − R| ≤ c2δγ
4m2

0s2µ2. (3.6)

Thus

|R|D(r,s) ≤ c3δγ
4m2

0s2µ. (3.7)

3.2. Linearized Equations

We have to find a HamiltonianF such that the time 1-mapφ1
F generated byXF carries

H into a new normal form with a smaller perturbation.
Formally we assumeF is of the form,

F =
∑

06=|k|≤K+

(Fk00+ 〈Fk10, y〉 + 〈Fk01, z〉 + 〈z, Fk02z〉)e
√−1〈k,x〉 + 〈F001, z〉. (3.8)

If

{N, F} + R̃+ 〈P001, z〉 = 0, (3.9)

then

H ◦ φ1
F = (N + R) ◦ φ1

F + (P − R) ◦ φ1
F

= N + [R] − 〈P001, z〉 +
∫ 1

0
{Rt , F} ◦ φt

F dt + (P − R) ◦ φ1
F

= N+ + P+, (3.10)
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where

[R] =
∫

Tm

R(x, ·)dx,

R̃ = R− [R], Rt = (1− t)([R] − R− 〈P001, z〉)+ R,

N+ = N + [R] − 〈P001, z〉, P+ =
∫ 1

0
{Rt , F} ◦ φt

F dt + (P − R) ◦ φ1
F . (3.11)

Putting (3.1) and (3.8) into (3.9) yields

−
∑
k 6=0

√−1〈k, ω〉(Fk00+ 〈Fk10, y〉 + 〈Fk01, z〉 + 〈z, Fk02z〉)e
√−1〈k,x〉

+ δ
∑
k 6=0

(〈Mz, J Fk01〉 + 2〈Mz, J Fk02z〉)e
√−1〈k,x〉 + δ〈Mz, J F001〉

= −
∑

06=|k|≤K+

(Pk00+ 〈Pk10, y〉 + 〈Pk01, z〉 + 〈z, Pk02z〉)e
√−1〈k,x〉

− 〈P001, z〉. (3.12)

Note that we have to solveFk02 with Fk02 = F>k02. Hence comparing coefficients we
have

√−1〈k, ω〉Fk00 = Pk00, (3.13)√−1〈k, ω〉Fk10 = Pk10, (3.14)

−√−1〈k, ω〉Fk01+ δM J Fk01 = −Pk01, (3.15)

−√−1〈k, ω〉Fk02+ δ(M J)Fk02− δFk02(J M) = −Pk02, (3.16)

δM F001= −P001. (3.17)

(3.15) is equivalent to[
−√−1〈k, ω〉I2m0 + δM J

]
Fk01 = −Pk01, (3.18)

and (3.16) is equivalent to[
−√−1〈k, ω〉I4m2

0
+ δ(M J)⊗ I2m0 + δ I2m0 ⊗ (M J)

]
Fk02 = −Pk02. (3.19)

The above linear systems (3.13)–(3.16) are solvable if the coefficient matrices are
nonsingular. To control the norm ofF , we solve them on the set

O+ =
{
ω ∈ O; |〈k, ω〉| > γ

|k|τ , |detA1| > γ 2m0

|k|2τm0
, |detA2| > γ 4m2

0

|k|4τm2
0

,

for k ∈ Zm with 0< |k| ≤ K+

}
, (3.20)

whereA1 andA2 denote the coefficient matrices of (3.18) and (3.19) respectively. In the
following, we also will use similar notations.
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3.3. Coordinate Changes

We will give some estimates ofF and its derivatives, which are vital in proving the
convergence of the transformation sequence and in estimating the new perturbation at
each step. Set

Di = D

(
r+ + 3

4
(r − r+),

i

4
s

)
, i = 1,2,3,4.

By (3.13), (3.14), and Cauchy’s estimate, we have

|Fk00| ≤ |k|
τ

γ
δγ 4m2

0s2µe−|k|r ≤ |k|τ δs2µe−|k|r ,

|Fk10| ≤ |k|
τ

γ
δγ 4m2

0µe−|k|r ≤ |k|τ δµe−|k|r .

From (3.18) and (3.19), it follows that onO(K+),

|Fk01| ≤ c4|k|2τm0δsµe−|k|r , ‖Fk02‖ ≤ c4|k|4τm2
0δµe−|k|r ,

where‖Fk02‖ is defined to be the maximum of the norm of the entries. By (3.17),

|F001| ≤ c5sµ.

From (3.8) and the above estimates together withµ, δ, γ ¿ 1, we obtain

1

s2
|F |D3 ≤ c6µ0(r − r+)+ c6µ, (3.21)

where

0(r − r+) =
∑
k 6=0

|k|4τm2
0e−|k|

r−r+
4 .

By Cauchy’s estimate, onD2,

1

r − r+
|Fx|, s2|Fy|, s|Fz| ≤ c6s2µ0(r − r+)+ c6s2µ. (3.22)

SinceF is a polynomial ofy andz with orders 1 and 2 respectively, by (3.22) we
obtain

|Dl F |D1 ≤ c6µ0(r − r+)+ c6µ, |l | ≤ 4. (3.23)

3.4. Estimates of the New Perturbation

From the last section we have

H+ = H ◦ φ1
F = N+ + P+,
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where

N+ = N + [R] − 〈P001, z〉 = e+ + 〈ω+, y〉 + δ
2
〈z,M+z〉,

P+ =
∫ 1

0
{Rt , F} ◦ φt

F dt + (P − R) ◦ φ1
F ,

with

e+ = e+ P000,

ω+ = ω + P010, |P010| ≤ δµ, (3.24)

M+ = M + P002, |P002| ≤ δµ. (3.25)

Let

D i
2α
= D

(
r+ + i − 1

2
(r − r+),

i

2
αs

)
, i = 1,2.

For one single KAM step, everything has been done but the estimate of the new pertur-
bationP+ on a smaller domain.

Note

φt
F = id+

∫ t

0
XF ◦ φλF dλ,

and

Dφt
F = I2n +

∫ t

0
(DXF )Dφ

λ
F dλ = I2n +

∫ t

0
J(D2F)DφλF dλ. (3.26)

From (3.22) we have

φt
F : D 1

2α
−→ Dα, 0≤ t ≤ 1,

provided

c7

(
µ

γ 4m2
0

0(r − r+)+ µ
)
<

1

2
(r − r+),

c7
(
s2µ0(r − r+)+ s2µ

)
<

1

4
α2s2,

c7(sµ0(r − r+)+ sµ) <
1

2
αs. (3.27)

It follows thatφ1
F : D 1

2α
−→ Dα.

It follows from (3.23) that

|Dφt
F − I2n|D 1

2
α
≤ 2|D2F |D 1

2
α
≤ c7(µ0(r − r+)+ µ),

|D2φt
F |D 1

2
α
≤ c7(µ0(r − r+)+ µ). (3.28)
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Now we estimateP+. By (3.6) and (3.22) we have that onD 1
2α

,

|P+| ≤ c8(δγ
4m2

0s2µ20(r − r+)+ δγ 4m2
0s2µ2). (3.29)

Thus, onD(r+, s+) = D 1
2α

,

1

s2+
|P+| ≤ c8δγ

4m2
0(0(r − r+)+ 1)µ

4
3 .

Hence one cycle of KAM steps is completed.

4. Iteration Lemma

The following Iteration Lemma checks the validity of the KAM iteration. For given
r0, s0, andµ0, we define some sequences inductively:

rν = r0

(
1−

ν∑
i=1

1

2i+1

)
,

γν = γ0

(
1−

ν∑
i=1

1

2i+1

)
,

sν = 1

2
αν−1sν−1,

αν = µ
1
3
ν ,

µν = (16cαν−1)
1
6µν−1,

Kν+1 =
[

1

µν

]
+ 1, K0 = 0,

Dν = D(rν, sν), Oν = Oγν (Kν), O0 = Oγ0,

wherec is 4m2
0 times the biggest one of allci ’s, [·] denotes the integral part.

Lemma 4.1(Iteration Lemma). There is a sufficiently smallµ0, δ0 depending only on
r0 andγ0, so that the following hold for allν. Let

Hν = Nν + Pν, Nν = eν + 〈ω, y〉 + δ
2
〈z,Mνz〉,

such that
1

s2
ν

|Pν | ≤ δγ 4m2
0

ν µν,

on Dν ×Oν . Then there is a subsetOν+1 ⊂ Oν ,
Oν+1 = Oν −

⋃
Kν<|k|≤Kν+1

Rν+1
k (γν),



KAM-Type Theorem on Resonant Surfaces 65

where

Rν+1
k (γν) =

ω ∈ Oν : |〈k, ω〉| ≤ γν

|k|τ ,

or |detA1,ν | ≤ γ 2m0
ν

|k|2m0τ
, or |detA2,ν | ≤

γ
4m2

0
ν+1

|k|4m2
0τ

 ,
and a symplectic change

8ν : Dν+1×Oν+1 −→ Dν,

such that

Hν+1 = Hν ◦8ν = Nν+1+ Pν+1,

and on Dν+1×Oν+1,

1

δγ
4m2

0
ν+1s2

ν+1

|Pν+1| ≤ µν+1.

Proof. By induction, one verifies thatc8γ
4m2

0
ν (0(rν − rν+1)+ 1)µ

4
3
ν ≤ γ 4m2

0
ν+1µν+1 for all

ν ≥ 0 as well as (3.4), (3.27). For simplicity, letr0 = 1. Since the proof is standard—see
for example [14]—here we only verify the first inequality. By the inductive assumptions,
it suffices to prove

c

(
0

(
1

2ν+2

)
+ 1

)
µ

4
3
ν < µν+1. (4.1)

It is equivalent to

µ
5
18
ν 0

(
1

2ν+2

)
<

1

16
(16c)

1
6 . (4.2)

Note

0

(
1

2ν+2

)
≤
∫ ∞

1
λm+4τm2

0e−λ
1

2ν+5 dλ

≤ (m+ 4τm2
0)!2

(ν+5)(m+4τm2
0). (4.3)

Here we assume thatτ > 2m+ 2 is an integer.
It is sufficient to prove

µ
5
18
ν (m+ 4τm2

0)!2
(ν+5)(m+4τm2

0) <
1

16
(16c)

1
6 . (4.4)

It is true ifµ0 is sufficiently small. In fact, takingλÀ 1, such that

µ0 <
1

(16cλ 6×18
5 )3

< 1,
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then

µ1 = (16cµ
1
3
0 )

1
6µ0 <

1

λ 18
5

µ0 < 1,

µ2 = (16cµ
1
3
1 )

1
6µ1 <

1

λ 18
5

µ1 <
1

λ 2×18
5

µ0,

· · · · · ·
µν = (16cµ

1
3
ν−1)

1
6µν−1 < · · · < 1

λ 18ν
5

µ0, (4.5)

which implies (4.4).

5. Proof of Theorem 3

Clearly, the Iteration Lemma can be applied to (1.3) forν = 0 by assumptions. Induc-
tively we have the following sequences:

Dν ×Oν ⊂ Dν−1×Oν−1,

9ν = 81 ◦82 ◦ · · · ◦8ν : Dν+1×Oν+1→ D0, ν ≥ 1,

H ◦9ν = Hν = Nν + Pν .

LetO∗ =
⋂∞
ν=0Oν . By (3.28) and a typical argument similar to [14],Nν ,9ν , andD9ν

converge uniformly onD(r, s
2)×O∗ with

N∞ = ε∞ + 〈ω, y〉 + δ
2
〈z,M∞z〉 = H∞,

|M0− M∞| ≤ c9µ0. (5.1)

Let φt
H be the flow ofXH . FromH ◦9ν = Hν we obtain

φt
H ◦9ν = 9ν ◦ φt

Hν
.

Taking the limit yields

φt
H ◦9∞ = 9∞ ◦ φt

H∞

on D( 1
2r0,0,0)×O∗. That means that for anyω ∈ O∗, (1.3) has an invariant torus.

We focus our attention on proving

|O0\O∗| = O(γ0).

Fix k ∈ Zm\0. Let us estimate the measure ofRν+1
k (γν). Let g(s) = det(A2,ν(s)) and

g1(s) = (Reg(s))2+ (Im g(s))2.
Without loss of generality, we assume thatk1 = max{|ki |}. Let

S1 =
ω1: ω = (ω1, . . . , ωm), |g(〈k, ω〉)| ≤ γ

4m2
0

ν

|k|4m2
0τ


=
ω1: ω = (ω1, . . . , ωm), |g1(〈k, ω〉)| ≤ γ

8m2
0

ν

|k|8m2
0τ

 .
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Note that ∣∣∣∣∣∣ ∂
8m2

0

∂ω
8m2

0
1

g1(〈k, ω〉)
∣∣∣∣∣∣ = |k1|8m2

0(1+ O(δ)) = A,

whereO(δ) is independent ofk. Hence for smallδ,

A ≥ 1

2
|k1|8m2

0 >
1

2
.

By [18], Lemma 2.1,∣∣∣∣∣∣
ω1: |g1(〈k, ω〉)| ≤ γ

8m2
0

ν

|k|8m2
0τ

 ≤ c
γν

|k|τ ,

wherec = (2(1+ 2+ · · · + 8m2
0)+ 2. Therefore,

|S1| ≤ c
γν

|k|τ .

Clearly, by Fubini’s theorem,∣∣∣∣∣∣
ω: |g(〈k, ω〉)| ≤ γ

4m2
0

ν

|k|4m2
0τ


∣∣∣∣∣∣ ≤ c9|S1| ≤ c10

γν

|k|τ .

Similarly, ∣∣∣∣{ω: |〈k, ω〉| ≤ γν

|k|τ
}∣∣∣∣ ≤ c10

γν

|k|τ ,∣∣∣∣{ω: |detA1,ν(〈k, ω〉)| ≤ γ 2m0
ν

|k|2m0τ

}∣∣∣∣ ≤ c10
γν

|k|τ . (5.2)

Hence

|Rνk (γν)| ≤ 3c10
γν

|k|τ ≤ 3c10
γ0

|k|τ . (5.3)

Thus, by (5.3),∣∣∣∣∣ ⋃
Kν<|k|≤Kν+1

Rν+1
k (γν)

∣∣∣∣∣ ≤ 3c10γ0

∑
Kν<|k|≤Kν−1

1

|k|τ ≤ 3c10γ0

Kν+1∑
i=Kν

1

i 2
.

Note

O\Oγ ⊂
ν⋃

i=0

⋃
Ki<|k|≤Ki+1

Ri+1
k (γi ).

Therefore

|O\O∗| ≤ 3c10γ0

∞∑
1

1

i 2
= O(γ0). (5.4)

This shows thatO∗ is nonempty ifγ0 is sufficiently small. The proof of Theorem 3 is
completed.
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