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1. Introduction

This paper proposes a numerical algorithm for computing the stationary distribution of
a semimartingale reflecting Brownian motion (SRBM). The SRBM is a certain diffu-
sion process that lives in a hypercube state space. Such an SRBM often serves as an
approximate model for finite buffer queueing networks.

Queueing networks have long been used to model manufacturing systems and com-
munication networks, and have provided a very useful tool for the design and the oper-
ations management of these systems. (See, for example, [6,29,31,42].) In modeling
and analyzing these systems, one of the fundamental issues is the performance analy-
sis of queueing networks. Despite much effort, exact analysis of queueing networks
has been largely limited to exponential networks with infinite buffers. (See, for exam-
ple, [30,38,42].) Almost all real-world systems modeled by queueing networks have
finite buffer capacity. In many applications, buffer constraints are not essential (or are
not hard constraints); in this case, analytically simpler queueing networks with infinite
buffers have been used. But in some other applications, buffer constraints have an impor-
tant impact on the performance of the systems and may not be ignored. (See examples
in [5,6,42].)

For certain queueing networks with finite buffers, Brownian models can be formu-
lated for approximate analysis of these networks. See, for example, [14,19]. A Brownian
model of a three-station tandem network is given in section 6 of this paper. In the Brown-
ian model of a queueing network with finite buffers, an SRBM in a hypercube is used to
approximate the queue length process. The data specifying the SRBM can be computed
explicitly from certain parameters of the queueing network. The parameters involved
are the first and second moments of the interarrival time and service time distributions,
and the routing probabilities.

The theoretic foundation for our SRBM is the work of Dai and Williams [18],
which provides a necessary and sufficient condition for the existence of an SRBM in a
convex polyhedron. For a given SRBM, one would like to compute its certain character-
istics. Motivated by queueing network applications, one often focuses on the stationary
distribution of an SRBM. Computed quantities from the stationary distribution are used
to estimate certain performance measures of the corresponding queueing network. Only
in some special cases (see [28]) does the SRBM have an explicit formula for stationary
distributions.

In this paper, we propose an algorithm for computing the stationary distribution of
an SRBM in a hypercube. In general, we shall use a Brownian network analyzer (BNA)
to refer to an algorithm for computing the stationary distribution of an SRBM. (This is
motivated by Whitt [40], who uses a queueing network analyzer (QNA) to refer to an
algorithm for computing the stationary distribution of a queueing network.) Our algo-
rithm is closely related to a numeric algorithm developed by Dai and Harrison [14] for
computing the stationary distribution in a two-dimensional rectangle. Their algorithm
consists of two parts: the first part requires a finite dimensional approximation of an
infinite-dimensional functional space, and the second part uses a specific sequence of
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global polynomials to form the approximation subspace. For convenience, we will refer
to the first part of their algorithm as a generic algorithm, and the second part as a BNAsm
algorithm (a BNA algorithm with a spectral method). (The latter follows a convention in
numerical literature [7].) The specific BNA algorithm we propose is based on an exten-
sion of the generic algorithm of Dai and Harrison [14], and uses a finite element method
or piecewise polynomials to form the approximation subspace. We shall refer to it as a
BNAfm algorithm.

The BNAsm algorithm has been shown to often produce accurate estimates of the
stationary mean of an SRBM. However, it sometimes fails to produce good estimates
for stationary probabilities. Stationary probabilities and tail probabilities are important
quantities of an SRBM that can be used to answer some important questions regarding
quality of service for the system modeled by the corresponding queueing network. Even
in computing the stationary mean of an SRBM, there have been cases where BNAsm
fails to provide a meaningful estimate. See case A.1 in table 2 of [17], although we point
out that the case is for an SRBM living in a high-dimensional orthant, not a hypercube.
Our BNAfm algorithm is shown to produce accurate estimates of the stationary mean as
well as the stationary probabilities. (See section 4.4 for more comparisons between the
two algorithms.)

Implementing the BNAfm algorithm in arbitrary dimensions has been a long, dif-
ficult project. An exploratory implementation was done in [15] by Dai for SRBMs in
one and two dimensions. W. Dai [19] implemented a version in his thesis for SRBMs in
two and three dimensions with uniform mesh. Finally, Shen [36] implemented a version
for SRBMs in arbitrary dimensions with general lattice mesh. His general implementa-
tion, in C++ programming language, supersedes all the previous implementations. The
numerical results and experiments reported in this paper are from his implementation.
In addition to developing the BNAfm algorithm and reporting its successful implemen-
tation, we also summarize our numerical experiences from our extensive computations
using the implementation. It is hoped that these experiences can guide further numerical
research on SRBMs.

Once an approximating subspace is chosen, there is still a choice of which basis
to use to represent the subspace. With a fixed subspace, choice of a basis can affect
the computational accuracy significantly due to round-off errors in numerical computa-
tion. We should point out that the sometimes poor performance of BNAsm in [14] may
not be intrinsic to the algorithm. It may be due to the poor choice of basis for global
polynomials.

Both the generic and BNAsm algorithms were generalized to an SRBM living in
a high-dimensional orthant and simplex in [14,15]. In a companion paper, Chen and
Shen [10] extended the BNAfm algorithm to compute the stationary distribution of an
SRBM in an orthant. Schwerer [35] proposed to use a linear program to compute sta-
tionary moments of an SRBM.

Brownian approximation, a version of diffusion approximation or the functional
central limit theorem, has long been used for approximating the queueing network. The
SRBMs arise as the limits of certain performance processes of queuing networks with
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appropriate scaling in time and space under a heavy traffic condition. Most of these
limit theorems, known as functional central limit theorems or heavy traffic limit theo-
rems, have been focused on the queueing networks with infinite buffers, where the corre-
sponding SRBMs are defined in a nonnegative orthant. For a survey in this area, readers
are referred to [9,11,23,27,32,39,41]. Relatively much less effort has been made on the
Brownian approximation for the network with finite buffers. Bardhan and Mithal [3] first
attempted to establish such a theorem. Dai and W. Dai [13] established a limit theorem
for certain feedforward finite buffer networks that identifies the SRBM in a hypercube
as its limit.

As will be discussed in section 4.2, our BNAfm algorithm, like the BNAsm of Dai
and Harrison, has the “curse of dimensionality”. The complexity of the algorithm grows
exponentially in the dimension of the state space. In most Brownian approximation of
a queueing network, the dimension corresponds to the number of stations of the queue-
ing network. For a queueing network with a large number of stations, we admit that it
may be more efficient to simulate the queueing network itself than to use the Brown-
ian model. On the other hand, for a multiclass queueing network, the network can get
“large” by having a large number of job classes but a small number of stations. In such
a case, performance analysis based on formulating the Brownian model and solving the
stationary density is an attractive alternative to brute force simulation of the queueing
network.

The rest of the paper is organized as follows. In the next section, we define the
semimartingale reflecting Brownian motion (SRBM) in a hypercube. We also present the
basic adjoint relationship that characterizes the stationary density of the SRBM. In sec-
tion 3, we start with recapitulating the generic algorithm of Dai and Harrison [14] with
an extension to multi-dimensional hypercube, and then propose our BNAfm algorithm.
In section 4, we report several important issues emerging from our implementation of the
algorithm. Some numerical experiments are presented in section 5 to show the accuracy
of the BNAfm algorithm. In section 6, we present a three-station tandem network with
finite buffers, and show how SRBMs, armed with the BNAfm algorithm, can effectively
be used for its performance analysis. We conclude the paper with section 7.

Finally, we introduce some notation to be used in this paper. Let %% denote the
k-dimensional Euclidean space, and ﬂiﬁ denote the nonnegative k-dimensional orthant.
For a subset S of Rk, let Ci(S) be the functional space of twice differentiable functions
whose first and second order partial derivatives are continuous and bounded on S, and
let B(S) be the set of functions which are Borel measurable.

2.  SRBMin a hypercube
Let K > 1 be a fixed integer. A K-dimensional hypercube S is defined as
S={xeR®: 0<x<b}, (1)

where b is a K-dimensional strictly positive vector. In this section, we define a semi-
martingale reflecting Brownian motion (SRBM) that lives in the state space S. We then
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state the basic adjoint relationship that characterizes the stationary distribution of the
SRBM (theorem 2.5). The characterization is the starting point for computing the sta-
tionary distribution which is the primary quantity that we wish to compute in this paper.

Given a K-dimensional vector 8, a K x K symmetric and strictly positive definite
matrix I', and a K x 2K matrix R, we now define an SRBM associated with the data
(6, T, R) on the hypercube state space S. Readers who choose to work with the analyt-
ical problem associated with data (S, 6, I', R) without going through SRBMs may go
directly to theorem 2.5 at the end of this section.

Definition 2.1. For x € §, an (S, 8, I', R)-SRBM that starts from x is an {JF;}-adapted,
K -dimensional process Z defined on some filtered probability space (2, F, {F;}, P,)
such that

Z =X + RY, 2
where
1. Z has continuous paths in S, P,-a.s.,

2. under P,, X is a K-dimensional Brownian motion with drift & and covariance matrix
I" such that { X (r) — 0t, F;, t > 0} is a martingale, and X (0) = x, P,-a.s.,

3. Y is an {F;}-adapted, 2K -dimensional process such that P,-a.s.,
(@) Y(0) =0,
(b) Y is continuous and nondecreasing,
(c) fori =1,...,2K, Y; can increase only when Z is on the face F;,

and F; = {x € S: x;, =0} and Fxy; = {x € S: x; = b;} are the ith lower and upper
boundary face of the hypercube S, respectively.

In (3¢c), we mean that, for each t > 0, Z(¢) ¢ F; implies Y;(t — §) = Y;(¢t + §) for
some § > 0. This is equivalent to fooo Liz(s)er;y dYi(s) = O for all i. Loosely speaking,
an SRBM behaves like a Brownian motion with drift vector 6 and covariance matrix I"
in the interior of the hypercube S, with the processes being confined to the hypercube
by instantaneous “reflection” (or “pushing”) at the boundary, where the direction of “re-
flection” on the ith face F; is given by the ith column of R. The parameters 6, I,
and R are called the drift vector, covariance matrix, and reflection matrix of the SRBM,
respectively.

The existence of an SRBM depends on the properties of the reflection matrix R.
Dai and Williams [18] provided a sufficient condition on R for the existence of an SRBM
in a general polyhedron state space. For convenience, we partition R as R = (Ry, R»),
where both R and R, are K x K matrices formed by the first and the last K columns
of R, respectively. To specialize their condition into our case, we introduce the notion
of reflection matrix associated with a vertex. Note that our hypercube has 2% vertexes,
and each vertex is given by ("), Fi [ );cp Fx+: for a (unique) index sete C {1, ..., K}
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with 8 = {1, ..., K} \ «. For each vertex «, the reflection matrix R* associated with the
vertex is the K x K matrix, given by

R* = (Iy — Ip)[Ri 1, + Ry 1],

where [, is a K x K diagonal matrix whose ith component equals one if i € o and
equals zero otherwise, and Iz is similarly defined.

Definition 2.2. A square matrix A is said to be an § matrix if there is a vector x > 0
such that Ax > 0. The matrix A is said to be completely-$ if each principal submatrix
of A is an S-matrix.

Definition 2.3. The K x 2K reflection matrix R is said to satisfy the completely-8 con-
dition if for each vertex «, R is a completely-S matrix.

It follows from propositions 1.1 and 1.2 of [18] that a necessary condition for
the existence of the SRBM Z associated with (S, 8, I', R), for each initial x € S, is
that the reflection matrix R satisfy the completely-S condition. When R satisfies the
completely-8 condition, it follows from theorem 1.3 of [18] that there exist processes
(Z,X,Y) defined on a common filtered probability space (€2, F, {F;}), on which a
family of probability measures { P, } is defined, such that for each x € S, under P,, Z is
an (S, 60, I', R)-SRBM starting from x. Furthermore, Z is a strong Markov process that
is Feller continuous.

Definition 2.4. A probability measure 7y on S is called a stationary distribution for Z if
for each bounded Borel measurable function f on S

/ E([f(Z(®)]dmox) = f f(x)dmo(x) forallz > 0. A3)
s s
Here, E, denotes the expectation under P,.

Using the same argument as in section 7 of [28], one can show that the stationary
distribution m( is unique and has a density po with respect to Lebesgue measure dx
on S. As stated in the introduction, the primary purpose of this paper is to compute the
stationary density po. We now provide an analytical characterization for py. To this end,
foreach k =1, ...2K, define the measure m; on boundary face Fj via

1
i (-) = 2E,, |:/ Liz(s)e dYk(S)} 4)
0

where E ; denotes the expectation under probability measure P (-) = f s P (+) mo(dx).
It then follows again from the arguments in [28] that 7, has a density p; with respect
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to the surface Lebesgue measure doy on Fy. Furthermore, pg, p1, ..., pox satisfy the
following basic adjoint relationship (BAR):

2K
[€rwmw)as+ 3 [ P@ pw)an =0, vrecis.  ©
k=1 k

where
e R0 e, ()
Lfe) = 2 j2_:1 Fi 0x;0xk + JX_I: i 0x; ’ ©)
Dy f (x) = v,V f(x), (N

vy, is the kth column of the reflection matrix R, and V f is the gradient of f.

The following theorem is a special case of [16], where general polyhedron state
space was considered. As before, 6 is a K-dimensional vector, I" is a K x K symmetric
and strictly positive definite matrix, and R is a K x 2K matrix.

Theorem 2.5. Assume that R satisfies the completely-S condition in definition 2.3.
There exists a unique nonnegative function p = (pg, p1, ..., p2gx) With f g Po(x)dx =1
and f L pr(x)dor < oo for k = 1,...,2K that satisfies the basic adjoint relation-
ship (5). Furthermore, my(-) = f po(x) dx is the stationary distribution of the SRBM Z
associated with data (S, 6, I', R), and 7 (-) = f pi(x) doy, is the measure on Fj, defined
in (4).

Theorem 2.5 provides an analytical characterization of the stationary density of an
SRBM. One would hope to find an analytical solution from the characterization. This has
been possible only for some very special cases. Harrison et al. [24] derived an analytical
expression for a two-dimensional driftless SRBM. Harrison and Williams [28] identi-
fied a certain skew symmetry condition for an SRBM to have a product-form stationary
distribution. In general, a numerical algorithm is needed to compute the stationary distri-
bution. As we will see in the next section, the characterization provides a starting point
for a generic algorithm for computing the stationary density p.

We now define some quantities related to the stationary distribution of an SRBM.
Fori=1,...,Kandk =1,...,2K, define

gi = / x; po(x) dx, ®)
s
Sk :/ pi(x) dog. )
Fy
The vector ¢ = (g1, - - ., qk) is called the stationary mean. It is also the long-run average

value of Z. The quantity & represents the long-run average amount of pushing per unit of
time needed on boundary F; in order to keep the SRBM Z inside the state space S. These
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quantities, along with stationary probabilities, are of interest in the queueing network
applications.

3. The BNAfm algorithm

In this section, we develop the BNAfm algorithm for computing the stationary density p
of an SRBM. Dai and Harrison [14] developed a BNAsm algorithm for computing the
stationary distribution of an SRBM in a two-dimensional rectangle. Both their BNAsm
and our BNAfm algorithms are specialized versions of a generic algorithm, which in-
volves a finite dimensional approximation of an infinite-dimensional functional space.
It is in the schemes of approximations that BNAsm and BNAfm differ. In BNAsm,
global polynomials are used to form approximating subspaces, whereas in our BNAfm
algorithm, piecewise polynomials are used. A piecewise polynomial is defined through
a partition of state space; within each subdomain of the partition it is a polynomial.
A global polynomial is one defined on the entire state space. The spectral algorithm
achieves its accuracy by increasing the maximum degree of polynomials, whereas the
BNAfm algorithm achieves its accuracy by refining the partition of the state space.

Pros and cons of both the spectral method and the finite element method in many
problem domains, notably in fluid dynamics, are well documented; see, for exam-
ple, [4,7]. As it was discussed in the introduction, the BNAsm of Dai and Harrison [14]
generally produces a good estimate of the stationary mean of an SRBM. However, it
sometimes produces poor estimates of stationary probabilities. As will be shown in sec-
tion 5, our BNAfm algorithm produces accurate estimates for stationary probabilities as
well.

In the remainder of this section, we first recapitulate the generic algorithm of Dai
and Harrison [14] with an extension to a multi-dimensional hypercube. We also extend
their framework by allowing approximating functions not necessarily C?> smooth. Such
extension is essential when we propose our BNAfm algorithm in section 3.2.

3.1. The generic algorithm

3.1.1. Functional space L*(S)
To facilitate the description of the generic algorithm, we adopt some new notation to
present the basic adjoint relationship (5) in a compact form.

First we define a linear space of functions:

L*(S) = {g = (80, 815 ---» &k) € B(S) x B(Fy) x -+ x B(Fag):

2K
f|80|2dx —I—Z |gx|*doy < 00 }.
5 k=17 Fi
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The space L(S) is a tensor product of the L? space in the interior and the L? spaces on
boundaries. For u, v € B(S) x B(F)) x --- x B(F>g), define

2K
(u, v) E/uovodx-f—Z/ ug vy doy
§ k=17 Fk

whenever the right side is well defined. When u, v € L?(S), (u, v) defines a proper inner
product on L?(S). The norm of a function u € L?(S) is defined as a nonnegative real

number ||u| given by
lull =/ (u, u). (10)

For two functions u,v € L?*(S), we say that u and v are orthogonal in L*(S) if
(u, v) = 0. With new notation, basic adjoint relationship (5) can be rewritten as

(Af,p) =0 forall f e C(S), (11)
where p = (po, p1,.... pox) and Af = (Lf, Dy f, ..., Dy f).

3.1.2. The least square problem
Since the hypercube S is compact, it is easy to verify that Af € L?(S) for each f €
C,f(S). Thus, we can define

H = closure of{Af: fe CZ(S)},

where the closure is taken with respect to norm (10) in L*(S). If we assume that the
unknown density p is in L*(S), then (11) implies that p is orthogonal to A f for all
f € C3(S), and thus for all f € H. In other words, if we assume that p € L*(S), then
that p satisfies the basic adjoint relationship (5) is equivalent to p € H~, where H+
denotes the orthogonal space of H in L*(S).

Let us assume for the moment that the unknown density function p is in L%(S).
For any h° ¢ H, h° — h® € HL, where h° is the projection of h° onto H or

= arggéifrllﬂho — h||2.

Thus, h° — h°, in place of p, satisfies the basic adjoint relationship (11). If the function
h® — K0 does not change sign, it follows from theorem 2.5 that

p=w(h’—hv), (12)

where « is a constant such that the integral of py on S equals one. The question of
whether function #° — k0 changes sign remains an open research problem. It was con-
jectured by Dai and Harrison [14] that the function does not change sign. We state their
conjecture, adapted to the high-dimensional hypercube, in the following.

Conjecture 3.1. Suppose that p, is an integrable Borel function in S and py, k =
1,...,2K are finite Borel measures on Fi, ..., Fok, respectively. If they jointly sat-
isfy the basic adjoint relationship (5), then py does not change sign in S.
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Supporting the numerical experiences of Dai and Harrison [14], we found that the
function 1° — h0 does not change sign in all our numerical experiments.

For all numerical examples shown in this paper, we choose K’ = (1,0,...,0) €
L?(S). If we assume that p is in L?, then

this immediately implies 4° ¢ H.

At several points in this section, we have made the assumption that p € L*(S).
Unfortunately, this assumption does not hold for some (S, 6, I', R)-SRBMs. See, for
example, [24]. When p ¢ L*(S), the key relation (12) fails to hold. However, the algo-
rithm to estimate p proposed later in this section remains valid. (Also see the example
in section 5.1.)

3.1.3. Galerkin approximations
Let us again assume that p € L*(S) and fix h° = (1,0, ...,0). To find p using equa-
tion (12), one needs to compute /9, i.e., the projection of 4° onto H. The space H is lin-
ear and infinite-dimensional. (By infinite dimensionality of H, we mean that it is nec-
essary to have infinite many functions to form a basis for the space.) Solving the least
square problem exactly in an infinite-dimensional space is in general impossible. Instead
we seek an approximate solution to (11) by using a finite-dimensional subspace H, to
approximate the space H. This is known as Galerkin approximation in numerical analy-
sis (cf. [4]).

Suppose that we have a sequence of finite-dimensional subspaces { H,,} that satisfies
H, — Hin L*(S) asn — oo. (By H, — H we mean that, for any 4 € H, there exists
a sequence {h,} with h, € H, such that ||k, — h|| - 0 asn — 00.) Let

h" = arg min |70 — h||2.

Since H, — H, we have ||h" — h_0|| — 0,as n — oo0. Let
w"(x) = k" [h(x) — h*(0)], (13)

where «" is a normalizing constant that makes the integral of w; on S equal one. Dai
and Harrison [14] proposed to use w" to approximate the stationary density p. Indeed,
when p € L*(S), it was proved that

Hw”—p”—>0 asn — o0, (14)

assuming that conjecture 3.1 holds. When p ¢ L?(S), convergence (14) in L? cannot be
expected. However, w" in (13) is still well defined. Dai and Harrison [14] conjectured
that w" converges to p in a certain weaker sense.

As in [14], our choice of finite-dimensional subspace H, will be of the form

H, ={Af: [ €Cy} (15)
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for some finite-dimensional space C,. However, there is an important difference. In [14],
C,, was chosen as a subspace of C,f(S), whereas in the current exposition we do not make
such restriction. For a function f that is not in C2, the operator A f is undefined in the
conventional sense because the second order derivatives of f do not exist at some point.
In such cases, Af in (15) will be interpreted through general derivatives as described
in [34].

To introduce the general derivatives, let us define the norm || - || 42 via

2fF \? ar\?

2 2

= dx — ] dx dx
1712 lg?éK/;(axiaxj) +121XK/:§<8X,') +/Sf

af \’
4+ max /(—) do; + max / f%do;
1<i,j<k Jp, \ 0x; 1<i<K JF,

for f € C Z(S ). One can check that there exists a constant x; > 0 such that

IASI < il fll g2 (16)

forany f € C,f(S). We use Ei(S) to denote the closure of C,f(S) under the norm || - || 2.
A standard procedure can be used to define the first-order and second-order derivatives

for each f € fz(S ). Thus, the operator A f can be extended to f € Ez(S ). The inequal-
ity (16) can be extended for any f € fi(S).

Suppose that one is given a sequence of finite-dimensional subspaces {C, } of 6,27(5 )

with C, — Ez(S) in the sense that for every f € fi(S), one can find a sequence { f,}
with f, € C, such that | f — f,||y2 — 0 as n — oo. One can then verify that H,, - H
via (16).

To numerically compute 2", let f",i =1, ..., Ny, be a finite set of linearly inde-
pendent basis functions of C,, where N,, is the dimension of subspace C,,. Then, we can
express h" as

Ny
W= uAf! (17)
i=1
for some scalars {u;}. To find the coefficients {u;}, observing that (h° — h", A =0
fori =1,..., N,, we obtain the following linear equations:
Au =y, (18)
where
Ay = (AFVASD), u=Guneeuy)s v = (A% AR), . (10 AFL))

(19)
The matrix A is symmetric and semi-positive definite. By deleting some redundant basis
functions if necessary, we can and will assume that the matrix A is positive definite.
Thus there exists a unique solution to the linear system of equations (18).
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To summarize the generic algorithm, let C,, be a given finite-dimensional subspace

of fi(S). First solve u from the system of linear equations (18) with coefficients com-
puted via formulas in (19). Then form projection 4, using u via (17). Finally, construct
function w” via (13). The resulting function w,, is proposed to be an estimate of the
unknown density p.

Each choice of C,, and consequently H,, yields an approximation w" of p. Even
for a fixed C,,, different choice of a basis produces a different set of coefficients A and y
in (19). Because of numerical round-off error, the resulting 4", and hence w”", depends
on the choice of basis. In the next section, we propose to use the finite element method
to generate the approximate sequence {C,} for which a natural choice of basis exists.

3.2. The BNAfm algorithm

In this section, we construct a sequence of functional subspaces C, using the finite el-
ement method (FEM). The resulting algorithm to compute w” is called the BNAfm al-
gorithm. The BNAfm algorithm differs significantly from BNAsm used in [14]. As
evidenced in section 5, our BNAfm algorithm is able to produce accurate approxima-
tions of stationary probabilities.

A mesh is a partition of the state space into a finite number of subdomains called
finite elements. Since the domain S is a hypercube, it is natural to use lattice mesh to
divide the domain S, where each finite element is again a hypercube. The lattices are
allowed to be non-uniform so that we can choose the sizes of lattices freely. Each corner
of a finite element is called a node. Figure 1 shows, for example, the domain of a two-
dimensional hypercube (rectangle) that is partitioned into 8 x 6 elements with 9 x 7
nodes.

Let x = (x1,...,xk) denote a free variable in S. For every dimension j =
1,..., K, we divide interval [0, b;] into n; subintervals. Let y;? =0 < yjl. < <

y;” = b; be the partition points in dimension j. We have ]_[le(n j + 1) nodes with
]_[5.{21 n; finite elements. The corresponding mesh is denoted as ny x ny x --- X ng.
We use A to denote a generic mesh. Also, we label nodes in such a way that node

Figure 1. A finite element mesh of a two-dimensional hypercube state space.
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(i1, ...,1ig) corresponds to spatial coordinate (yi', e, y;é(). For future reference, we
define

W=yt =gk k=0,...,nj—landj=1,... K,

and [|A] = max; ; h¥.

For each mesh A, we now construct the finite dimensional space Cx. The corre-
sponding H, is constructed via (15). Each function f in C, is a polynomial when it
is restricted in each finite element. It is C? in the interior of each element and is C'!
globally. With these requirements, we use third order Hermit functions to construct the
basis for the subspace Cx. See [8] for some basic properties of Hermit functions and
other possibilities for constructing bases.

The one-dimensional Hermit basis functions over interval [—1, 1] are

¢(0) = (Ix| = 1)’ 2lx| +1), for —1

<
¥ ) = x(lx] - 1)°, for — 1<
/§+1

For an interval [yf_l, Y

] in the jth dimension, define

X; =y k=1
¢( J) if x; € [y;™', yf] and k > 0,

k—1
p(x)) Y
K Xj) = xX;— Y
d)( Jhk J) ifx; € [yj?,yjf“] and k < nj,
J
0 otherwise,
and
e, (5T k-1 K
Ry e ifx; € [y;~', yi]and k > 0,
j
1ﬁk(xj) = X — y]?
h’;z//< ]hk J) if x; € [y%, i) and k < n;,
J
0 otherwise.
Now by using tensor product, we are able to construct tensor-product Hermit basis
functions for each node in high dimensions. Atnode (i1, ..., ig), the basis functions are
of the form

K
f‘l‘l-,-n-l‘K-,rl ..... rK(-xla ...,XK) == Hgij,rj(-xj)7
j=1

where r; is 0 or 1, and

¢ij(-xj)7 lfr]:(),

8ijor; (X)) = {Wi,» (x;), ifr;=1. (20)
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Each node has 2% tensor-product basis functions. Hence, we have a total of n =
2K ]_[lK: (n; + 1) basis functions. Furthermore, for ease of programming, we re-index
these basis functions as

ﬁ(xl""’xK):ﬁl ..... iK,rl,...,rK(xl,---,xK)’ (21)

where
k

K
i =2K § :ik
k=1

Now we have completed the construction of finite-dimensional subspaces Ca. One

1 K
e+ 1D+ ) 2 (22)
1

i k=1

can check that Cp C Ez(S). The following theorem is needed to justify the use of the
BNAfm algorithm.

Theorem 3.2. As ||A] — O,
Ca — Co(S)

in the || - || 2 norm.

Proof. Let f € fi(S) be fixed. For any ¢ > 0, we would like to show the following
assertion: there exists 6 > 0 such that for any partition A with ||A|| < §,

lg — fllgz < ¢ (23)

for some g € Ca.

By the definition of the Sobolev space 6;(5 ), it is enough to prove the assertion
for f € C}(S). It follows from proposition 7.1 in the appendix of [22] that for any & > 0
there exists a polynomial f; such that || f; — f|lz2 < €. Thus, it is enough to prove the
assertion for a polynomial f.

For each partition A, let g be the finite element interpolation of f. Since any
polynomial function is C* smooth, the theorem follows from the following interpolation
error estimate in theorem 6.6 of [34]:

Il f — glly2 < k max max _ 0 A2
HES T Res o<lalzs| ax ' .. 9x K ’
where « is a constant independent of A and f,« = («y, ..., ak), and |a| = ), ax. O

The implementation of the BNAfm algorithm requires us to solve the system of
linear equations (18) with matrix A and vector y constructed as in (19). The computation
of A;; and y; can be quite tedious. Explicit formulas for their computation were given
in (4.11), (4.12), and section 5.4.2 of [19] when the mesh is uniform. Extension to
non-uniform mesh is provided in [36].
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4. Computational issues of the BNAfm algorithm

We have implemented the BNAfm algorithm in a software package using the C++ pro-
gramming language. The software runs in both Linux and Sun Solaris operating systems.
Although the algorithm itself is easy to understand, it is a big challenge to program the
algorithm because of the complexity of BNAfm implementation. In this section, we dis-
cuss several important issues emerging from our implementation. They are very critical
to the success of applying our BNAfm algorithm to solve practical problems. Some of
challenges such as the curse of dimensionality apply to other algorithms as well.

4.1. Solving linear systems of equations

Recall that the BNAfm algorithm uses the subspace C constructed in section 3.2 for a
given mesh A. The total number of basis functions is

K
n=25]]x; + D, 24)
j=1

where K is the dimension of the state space S and 7 is the number of partition points
in the jth dimension. To obtain a numerical estimate of the density function p, we must
solve the system of linear equations (18), Au = y, where the n x n matrix A and the
n-vector y are given in (19). The most computationally expensive part of the BNAfm
algorithm is to solve the linear system of equations (18).

In general, there are two types of methods to solve a system of linear equations:
direct methods and iterative methods. A direct method would yield an exact solution
in a finite number of steps if all calculations were exact (without round-off error). An
iterative computation ends when a solution with a prescribed precision is found. There
is no prior knowledge of the number of steps needed in an iterative method. Because of
the round-off error, there is no guarantee that the iterative method will converge at all.
There has been a huge literature in studying the pros and cons of both methods. Whether
one method dominates the other is often problem-specific, and depends on fine tuning
such as pivoting and preconditioning that is performed.

In the software, we have implemented both the iterative methods and direct meth-
ods. Users can experiment with both methods and choose a better one depending on a
specific problem when they run the software. As mentioned above, both of these meth-
ods have their own advantages and disadvantages. Interested readers are referred to [36]
for more details.

4.2. Computational complexity

The size of matrix A is n x n. Because of the sparseness of matrix A, it may take O(n)
calculations to generate matrix A. But the number of arithmetic operations needed to
solve the linear system is O(n?) via either LU factorization or Gaussian elimination. For
example, if we setn; =5fori =1,..., K, thenn = O(12%). Thus, the computational
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complexity increases exponentially with the number of dimensions K. In other words,
the computing time needed may increase exponentially as the dimension of the problem
increases. For example, to solve a 3-dimensional problem with a 4 x 4 x 4 mesh,
it takes our software about 9 seconds to obtain an estimate on a computer. But for a
4-dimensional problem with a 4 x 4 x 4 x 4 mesh, it takes our software more than
24 minutes to obtain an estimate with similar accuracy on the same computer.

4.3. Mesh selection

As motivation, consider a special case of one-dimensional (S, 6, o2, R)-SRBM, where
S = [0,b] and R = (1,—1). Such an SRBM is also called a two-sided regulated
Brownian motion by Harrison [25]. It is known that the stationary density is given by

_ (20/0_2)620)(/02
p(x) = e20b/0® _ |

if 0 # 0, and p(x) = 1/b for x € [0, b] if 6 = 0. (See, for example, [25].) When 6 < O,
it is clear that the peak of the derivative of the density is at x = 0. In this case, intuitively
the numerical algorithm would do better by selecting mesh with smaller subintervals
near the origin and (relatively) larger subintervals near the upper bound b. Similarly,
when 6 > 0, the smaller subintervals would be preferred near the upper bound b for
mesh selection. For the boundary case & = 0, a uniform mesh would be the best. This is
indeed the case with the actual implementation of our numerical algorithm.
Unfortunately, determining where the density makes the quick changes itself is
a difficult problem. For a driftless (¢ = 0) SRBM in a two-dimensional rectangle,
Harrison et al. [24] have a conformal mapping representation of the stationary density.
In particular, they were able to explicitly identify which corner has a singular pole. Prior
information on the location of singularities can be used to build a more refined mesh.

for x € [0, b],

4.4. Ill-conditioned system matrix

In using our computed w” to approximate the stationary density p, there are two sources

of error. The first source is due to the fact that C, is an approximate of Ei(S). Such an
error is called the approximation error. Even when the computation of w” can be carried
out using infinite precision, this error exists. It decreases when the mesh gets finer. The
other source is from the numerical round-off error in computing w” once an approximate
subspace C, is given. Round-off error occurs because only finite precision arithmetic is
carried on a computer.

Our numerical computation of w" consists primarily of two parts: the system gen-
eration, i.e., calculating coefficient matrix A, and system solution, i.e., solving linear
equations. There can be some round-off errors in the calculation of A. But significantly
more round-off errors occur in computing the solution to the large linear system (18),
Au = y. The accuracy of u depends on the property of A. If A is nearly singular, the
solution u is extremely sensitive to small changes in the coefficient matrix A and the
right-hand side y. In this case, A or the system is said to be ill-conditioned.
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The degree of ill-conditioning of linear systems is measured by the condition num-
ber of matrix A. The larger the condition number is, the worse-conditioned the system
is. The condition number can be determined using the extreme eigenvalues of A. The
formal mathematical definition of the condition number is

| ’

where || - || is the usual matrix norm. Estimating the condition number of A is not an
easy task since it involves obtaining the inverse of A, which takes much more effort than
solving the linear system directly.

As the mesh is refined, the size of the system increases, and so does the condition
number of the system as we have observed in our numerical experiments. From some
experiments we performed, we note that as mesh is refined, the system becomes pro-
gressively more ill-conditioned, and the round-off error increases. At some point, the
round-off error can completely dominate the approximation error. In such cases, further
refining the mesh actually decreases the quality of approximation w”. We note that in
running the current implementation of the BNAsm algorithm of [15], we sometimes ob-
serve that their algorithm fails to produce positive numbers when the maximum degree
of polynomials used is as small as 8. In such cases, we believe that the round-off error
dominates the approximation error even when a moderate accuracy of the final estimate
is attempted. In all of our cases, the final estimate degrades only after it reaches a high
level degree of accuracy.

There are several other factors that affect the conditioning number in our BNAfm
algorithm. The uniform or non-uniform mesh has an effect, as does the basis function
chosen. We have used third order Hermite functions. Other orders or hybrid polynomials
are possible. See, for example, [8].

Currently, the entry A;; = (Af;, Afj), where A involves second order deriva-
tives. Such construction of A follows naturally from the current form of the basic ad-
joint relationship (5) that characterizes the stationary density. The condition number for
such A is several orders of magnitude larger than the one for a matrix formed by (f;, f).
See p. 197 of [8] for a similar observation. If one can find an alternative characterization
of the stationary density, for example, by carrying out integration by parts once in the
basic adjoint relationship (5), one may be able to formulate a system matrix that has
a much smaller condition number. Such an investigation is a possible future research
direction.

Cond(A) = [|A]| - |A™!

4.5. Scaling

For an (S, 6, I', R)-SRBM, our computational experiences show that the proper scale
of the data (S, 0, I, R) has a significant effect on the accuracy and efficiency of our
numerical approximation of the stationary density. The fact that the data can be scaled is
based on the following proposition whose proof readily follows from (3), definition 2.1,
and theorem 1.3 of [18]. Dai and Harrison [15] have a similar proposition for SRBM in
an orthant.
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Proposition 4.1. Suppose that Z is a K-dimensional SRBM with data (S, 8, I', R), and
that Z has a stationary distribution 7 with mean vector m. Let S be the hypercube as
defined in (1), D be a positive diagonal matrix, and « be a positive scalar. The new
process Z* defined by

Z*(t) = DZ(at), (25)

is also an SRBM with data (S*, 6*, I'*, R*), where
0" =aD09, ' =aDTD, R* = DR, (26)

and
§* = {x e R*: 0 < x < Db}

Moreover, Z* has a stationary distribution 7* with a finite mean vector m*; they are
related to 7 and m via

m*(x)=n(D"'x), (27)
m*= Dm. (28)

To illustrate the scaling effects, we consider a two-dimensional SRBM example
which has a product form stationary density function. The data associated with this

SRBM are
1 -1 -1 1
k= <1 1 -1 —1)’

0’ = (10,—10), T =1,and S = [0, 1] x [0, 1]. As in chapter 2 of [12], one can check
that the data satisfy a skew symmetry condition of [28]. Thus, this SRBM has a product
form stationary density function and the mean vector of the stationary distribution can be
computed to be (0.5, 0.95). Following from proposition 28, if we scale Z by D = I and
a scalar o, we will get a different SRBM Z* but with the same stationary distribution as
SRBM Z. We list our numerical approximation of the means of stationary distribution
of Z* in table 1 for several different « by using the uniform 10 x 10 mesh. From this
table, it can be observed that the smaller « is, the more accurate estimates the results are.
However, this does not mean that the BNAfm algorithm gives poor estimates for this
problem when « is large. Instead, it indicates that a mesh denser than 10 x 10 should
be used in order to produce good approximations when « is large. In this table, we also
show the number of iterations needed for the iterative method. Loosely speaking, more
iterations means that the system matrix A is more ill-conditioned. Thus, we can conclude
partially that smaller I' and 6 would give better approximations in our algorithm. In
practice, if some elements of 6 or some diagonal elements of matrix I' are large, we
should scale them properly before carrying out the numerical computation.
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Table 1
Comparisons of different scaling.

a q1 q Iterations
50.00 0.399164 0.783404 530
10.00 0.521410 0.955050 330

1.00 0.513462 0.95336 116

0.10 0.500231 0.950072 88
0.01 0.499998 0.950001 407

Exact 0.50000 0.950000

5. Numerical examples

In this section, we present two SRBMs whose stationary distributions can be obtained
through methods other than the algorithm proposed in this paper. We compare the ac-
curacy of our algorithm with those known methods. In the first case, we show that the
BNAfm algorithm produces estimates as good as the BNAsm algorithm. In the second
case, we show that the BNAfm algorithm produces good estimates of stationary proba-
bilities. We also present empirical evidence of the complexity of our algorithm.

5.1. Comparison with SC solution

In this subsection we apply our BNAfm algorithm to a two-dimensional SRBM that
was studied by Dai and Harrison [14]. The data of this SRBM are 6 = 0, I' = 21,

S =10,a] x [0, 1], and
1 0 -1 1
R_<—1 1 0 —1)'

As discussed in section 2.5 of [14], the density function p ¢ L*(S). However the
BNAfm algorithm still gives a very accurate approximation that is consistent with the
results obtained by Dai and Harrison [14] using the BNAsm algorithm.

As in [14], we fix the height of the rectangle and vary the length a of the rectan-
gle. For the various values of the length parameter a, table 2 compares three different
estimates of g; and g,. The BNAfm is obtained by our algorithm with a 9 x 9 uniform
mesh. The SC estimates were obtained by Trefethen and Williams [37] using an explicit
expression of the stationary density. The expression was obtained by Harrison et al. [24]
for general two-dimensional driftless SRBMs, and is based on the Schwarz—Christoffel
(SC) transformation in complex variables. BNAsm and SC estimates are taken from [14].

It is clear from the table that the accuracy of our BNAfm algorithm is at least
as good as BNAsm in [14]. It takes less than 1 second CPU time and 800 Kilobyte of
memory for both iterative and direct methods to obtain BNAfm estimates for every value
of length parameter a.

A very coarse estimate of the condition number of matrix A is 4.7 x 10'!, which
is very large. Because of the ill-conditioning, we have observed that the number of
iterations performed in order to get 6-decimal precision is very close to the size of the
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Table 2
Estimates of stationary means from different al-
gorithms for a special two-dimensional SRBM.

a Method q1 q2

0.5 BNAsm 0.258229 0.380822
BNAfm 0.258548 0.380244
SC 0.258585 0.380018

1.0 BNAsm 0.551325 0.448675
BNAfm 0.551511 0.448571
SC 0.551506 0.448494

1.5 BNAsm 0.878800 0.471640
BNAfm 0.879476 0.471676
SC 0.879534 0.471624

2.0 BNAsm 1.238442 0.483103
BNAfm 1.239767 0.482937
SC 1.239964 0.482830

linear system. For example, the number of iterations for a = 1 is 374 while the size of
the linear system is 400 when using a 9 x 9 mesh.

5.2. A 3-dimensional SRBM with product form solution

One of the main reasons that we develop the BNAfm algorithm is to approximate the
stationary distribution function, not just its mean values. To see how effective this algo-
rithm is, we introduce a special 3-dimensional SRBM whose stationary density has an
explicit product form solution. Then we compare numerical results from our BNAfm
algorithm with analytical solutions.

The data of the SRBM are given as

1 -1 0 -1 1 0
R={1 1 0 -1 -1 0],
o 0 1 0 0 -1

0 =(1,—1,-0.5), ' =1I,and S = [0, 1] x [0, 1] x [0, 1]. Since the data satisfies the
skew symmetry condition in [28], the stationary density function py is of exponential
form,

2exp(—2x; — x3)
(1—e2)(1—e1)’
Table 3 compares the exact means of the stationary distribution with the approx-
imate results obtained by our BNAfm algorithm. In this numerical example, we use
uniform mesh. The index i in the table denotes the total number of partitions at each
dimension, and the index n denotes the size of the linear system for each different mesh.

In this table, we also show the computing time and memory usage for both iterative and
direct methods. The computing time is measured by second and the memory is measured

po(x) = for x € S. (29)
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Table 3
Comparisons for a 3-dimensional SRBM with product form stationary density.
Means LU method Iterative method n
q1 q2 q3 Time Memory Time Memory
i= 0.500043  0.344660 0.418012 9 4.1 15 3.1 1,000
i=6 0.500033 0.343893 0.418021 33 13.6 62 8.4 2,744
i=8 0500021 0.343677 0.418023 86 35.9 180 17.6 5,832
i =10 0.500013 0.343592 0.418023 200 76.7 420 33.2 10,648
i =12 0.500009 0.343551 0.418023 441 149.0 930 57.4 17,576

Exact  0.500000 0.343482 0.418023

s

A R oo e
e i A o
7

Figure 2. Percentage errors of approximate marginal stationary distribution P .

by Megabytes. The approximate results obtained by both direct and iterative methods
are very close, so we only list the results obtained by the direct method. A very coarse
estimate of the condition number of matrix A is 6.7 x 10'* fori = 10 and 9.6 x 10'* for
i = 12, which is much larger than the case for the previous two-dimensional example
(section 5.1).

Table 3 shows that if we require 1% accuracy (which is usually good enough in
queueing network applications), the convergence is very fast (i = 4 is good enough).
It also shows that when the mesh is refined, the accuracy of approximate means in-
creases slowly, while the required computing time and memory increase exponentially.
Compared with the direct method, the iterative method takes almost twice as much com-
puting time but only takes about half as much memory as the direct method. Using less
memory will definitely help us to solve large-scale practical problems although it will
take longer computing time.

Figures 2—4 are plots regarding the computation of three two-dimensional marginal
stationary distributions P, P,, and P3, where P, P,, and P; are defined as

Pl(xl,x2)=/ po(s) ds,
0<s1 <, 0<s2<xp
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po(s) ds.

Po(s) ds,
proposed for solving the stationary

1,0<s3<x3
9

/Ogslgx

The vertical axes represent the percentage errors of our computation results compared
against the exact results. As can be seen from these three figures, the BNAfm algorithm

provides very accurate estimations for the stationary distribution.

X3)

P>(x1, x3)

Figure 4. Percentage errors of approximate marginal stationary distribution P3.
P3(x,,

A queueing network application
distribution of SRBMs, can be used to predict the performance of a 3-station finite-buffer

In this section, we show how our BNAfm algorithm
queueing network.

6.
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Figure 5. Finite queues in tandem.

Pictured in figure 5 is a queueing network of 3 stations in series. Each station has
a single server with a first-in-first-out service discipline. The buffer size at each station
is assumed to be finite. We use b; to denote the buffer size (the number of waiting
rooms plus 1) at station i, i = 1,2, 3. Jobs arrive at station 1 according to a Poisson
process with rate A = 1. After completing services at station 1, they go to station 2,
and after completing services there, they proceed to station 3. They exit the system after
completing services at station 3. To deal with the finiteness of buffers, we make the
convention that a job entering a full buffer is simply discarded (or lost). Such a network
is referred to as a loss network, which is commonly used to model computer networks.

The service times at each station are assumed to be i.i.d. positive random variables,
and service times at different stations are assumed to be independent. The service time
distribution at station 1 is taken to be Erlang of order 4. Thus, the squared coefficient
of variation (variance divided by the mean squared) of the service time distribution is
cf = 1/4 = 0.25. The service time distribution at station 2 is taken to be exponential,
and thus c% = 1. The service time distribution at station 3 is taken to be a Gamma
distribution with c% = 2. The service rate u,; and the buffer size b; at each station i,
i =1, 2,3, are shown in table 4.

Let Z;(¢) be the queue length, including possibly the one being served, at station i
attime ¢, i = 1,2, 3. Following the approach in [26], W. Dai [19] proposed an SRBM
in the 3-dimensional box to approximate the queue length process Z = {Z(¢), t > 0},
where Z(t) = (Z,(t), Z»(t), Z5(t)). The SRBM has the following data: S = {z € ‘Hi
0<z<b;, i =1,2,3,0=1— 1, o1 — o, ho — u3)’,

1 O 0 -1 0 O
R:(—l 1 0 0 -1 0),
1

0 -1 0 0 -1
and
M1 M1
1+ — - 0
+ 4 4
I = I B 0 Y _ . (30)
1 1 + w2 j2%)
0 —H2  p2+2us3

Using the BNAfm algorithm proposed in section 3, one can compute the stationary
distribution and the stationary mean of the SRBM. The stationary mean is then used to
estimate the long-run average queue lengths of the loss network. The SRBM rows in
table 5 lists the estimates of average queue lengths, g1, ¢», and g3, for different cases.

For comparison, we have simulated the loss network in each case. The correspond-
ing estimates are given in the simulation rows. In each case, the simulation estimates are
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Table 4
The parameters of the queueing network.

System by by b3 p M2 u3

10 10 10 1/09 1/0.9 1/0.9

20 25 25 09 09 09

0 15 15 09 09 09
35 5 109 1/09 1/0.9

FR S I NS I

Table 5
The average queue lengths of the queueing network.
System Approximate method q1 q2 q3
1 BNAfm 3.619 (1.4%) 3.651 (3.2%) 4.172 (12.5%)
Simulation 3.669 (0.7%)  3.539 (1.1%) 3.709 (0.6%)
2 BNAfm 14.669 (1.6%) 12.137 (1.7%) 11.565(2.5%)
Simulation 14.912 (0.5%) 12.344 (1.5%) 11.286 (0.9%)
3 BNAfm 6.304 (2.2%) 6.731 (2.2%) 6.780 (4.1%)
Simulation 6.443 (0.4%) 6.883 (1.1%) 6.515 (1.2%)
4 BNAfm 1.370 (0.4%) 1.795(10.2%) 2.086 (22.6%)
Simulation 1.364 (0.2%) 1.629 (0.5%) 1.701 (0.5%)

based on 10 batches of 200,000 units of time, with the simulation in the first 10,000
units of time truncated. The numbers in parentheses after the simulation figures show
95% confidence intervals as the percentage of the simulation figures. The numbers in
parentheses following all other figures are percentage errors (in absolute values) as com-
pared to simulation results.

For this loss network, there are other performance measures that are important in
practice. For example, one might be interested in the throughput at each station. (The
throughput y; at station i is the long-run average number of jobs leaving station i per unit
of time.) The throughput y; at station i is related to the utilization rate p; at the station via

Vi = uipi, =123

Let m; = 1/u;. Note the definition of §; (k = 1,...,6) in (9). Then the Brownian
estimate of p; is given by

pi=1—mié;, i=1,23. 31

Also, the long-run fraction of jobs lost at station i can be estimated via §34;,i = 1, 2, 3.
Tables 6 and 7 list the simulation results and SRBM estimates of average throughput
rates and job loss rates for different cases.

In obtaining the Brownian model with the covariance matrix given in (30), we im-
plicitly assumed that the actual utilization rate p; can be replaced by 1. This assumption
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Table 6
The average throughput rates of the queueing network.
System  Approximate method Y1 %) V3
1 BNAfm 0.976 (0.3%) 0.947 (0.4%)  0.859 (3.9%)
Simulation 0.973 (0.2%) 0.951 (0.2%) 0.894 (0.3%)
2 BNAfm 0.896 (0.0%) 0.875(0.1%) 0.836 (0.3%)
Simulation 0.896 (0.0%) 0.876 (0.1%)  0.839 (0.2%)
3 BNAfm 0.876 (0.3%) 0.848 (0.8%) 0.788 (1.9%)
Simulation 0.879 (0.2%) 0.855(0.3%) 0.803 (0.2%)
4 BNAfm 0.838 (0.1%) 0.784 (3.2%) 0.611 (17.2%)
Simulation 0.837 (0.0%) 0.810(0.2%)  0.738 (0.3%)
Table 7
The average job loss rates of the queueing network.
System  Approximate method 84 35 36
1 BNAfm 0.024 (4.0%) 0.030 (25.0%) 0.088 (63.0%)
Simulation 0.025 (3.1%) 0.024 3.1%)  0.054 (2.3%)
2 BNAfm 0.104 (0.0%) 0.021 (0.0%)  0.039 (11.4%)
Simulation 0.104 (2.1%) 0.021 (4.4%) 0.035 (3.1%)
3 BNAfm 0.124 (2.5%) 0.028 (3.7%)  0.061 (27.1%)
Simulation 0.121 (1.1%) 0.027 (3.3%)  0.048 (3.0%)
4 BNAfm 0.162 (1.3%) 0.054 (80.0%) 0.173 (162.1%)
Simulation 0.160 (0.5%) 0.030 (1.6%)  0.066 (1.2%)

requires that each station is heavily loaded and each buffer size is large. As discussed
in [14], one can refine the Brownian model by replacing the covariance matrix by

Priby P14y
1+ - 0
4 4
_ PIkL Pl
P=1 25 T8y oy —pon |- (32)
4 4
0 —pap2 P22 + 2p3143

Since the utilization rate p = (py, p2, p3) itself is unknown, we denote the covariance
in (32) by I'(p). We now use an iterative procedure to find p and other performance
measures simultaneously. We initialize p(0) = (1, 1, 1). Assume that p(n—1) is known.
We use the BNAfm algorithm to find the stationary density corresponding to covariance
matrix ['(p(n — 1)). The associated 6(n — 1) can be obtained at the same time using
formula (9). Then we use (31) to get an update for p(n). The iterations, along with the
refined Brownian estimates, are given in tables 8—10. The case n = 1 corresponds to the
original Brownian model whose results have been shown in tables 5-7.

By observing the numerical results in tables 8—10, we can see that the above iter-
ative procedure provides a slightly better Brownian model for performance evaluation
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Table 8
The iterations of the SRBM approximation for average queue lengths.
System n q1(n) q2(n) q3(n)
1 1 3.619 (1.4%) 3.651 (3.2%) 4.172 (12.5%)
2 3.585(2.3%) 3.507 (0.9%) 4.022 (8.4%)
3 3.585(2.3%) 3.515 (0.7%) 4.046 (9.1%)
Simulation 3.669 (0.7%) 3.539 (1.1%) 3.709 (0.6%)
2 1 14.669 (1.6%) 12.137 (1.7%) 11.565 (2.5%)
2 14.671 (1.6%) 12.170 (1.4%) 11.534 (2.2%)
3 14.671 (1.6%) 12.141 (1.6%) 11.532 (2.2%)
Simulation 14.912 (0.5%) 12.344 (1.5%) 11.286 (0.9%)
3 1 6.304 (2.2%) 6.731 (2.2%) 6.780 (4.1%)
2 6.310 (2.1%) 6.700 (2.7%) 6.730 (3.3%)
3 6.310 (2.1%) 6.702 (2.7%) 6.733 (3.3%)
Simulation 6.443 (0.4%) 6.883 (1.1%) 6.515 (1.2%)
4 1 1.370 (0.4%) 1.795 (10.2%) 2.086 (22.6%)
2 1.363 (0.0%) 1.634 (0.3%) 1.896 (11.5%)
3 1.363 (0.0%) 1.656 (1.7%) 1.967 (15.6%)
Simulation 1.364 (0.2%) 1.629 (0.5%) 1.701 (0.5%)

Table 9
The iterations of the SRBM approximation for average throughput rates.
System n y1(n) y2(n) y3(n)
1 1 0.976 (0.3%) 0.947 (0.4%) 0.859 (3.9%)
2 0.978 (0.5%) 0.955 (0.4%) 0.892 (0.2%)
3 0.978 (0.5%) 0.954 (0.3%) 0.889 (0.6%)
Simulation 0.973 (0.2%) 0.951 (0.2%) 0.894 (0.3%)
2 1 0.896 (0.0%) 0.875 (0.1%) 0.836 (0.3%
2 0.897 (0.1%) 0.876 (0.0%) 0.839 (0.0%)
3 0.896 (0.0%) 0.876 (0.0%) 0.839 (0.0%)
Simulation 0.896 ().0%) 0.876 (0.1%) 0.839 (0.2%)
3 1 0.876 (0.3%) 0.848 (0.8%) 0.788 (1.9%)
2 0.876 (0.3%) 0.850 (2.6%) 0.797 (0.7%)
3 0.876 (0.3%) 0.850 (2.6%) 0.797 (0.7%)
Simulation 0.879 (0.2%) 0.855 (0.3%) 0.803 (0.2%)
4 1 0.838 (0.1%) 0.784 (3.2%) 0.611 (17.2%)
2 0.849 (1.4%) 0.819 (1.1%) 0.744 (0.8%)
3 0.848 (1.3%) 0.816 (0.7%) 0.717 (2.8%)
Simulation 0.837 (0.0%) 0.810 (0.2%) 0.738 (0.3%)

compared to the original Brownian model, especially for system No. 4. By comparing
numerical results to simulation results, the SRBM model gives fairly good approxima-
tions. Performance approximation to station 3 is not as good as that to stations 1 and 2.
This may be due to the large variation of service time at station 3.



FINITE ELEMENT METHOD FOR COMPUTING THE STATIONARY DISTRIBUTION 59

Table 10
The iterations of the SRBM approximation for average job loss rates.
System n 84(n) 85(n) 86(n)
1 1 0.024 (4.0%) 0.030 (25.0%) 0.088 (63.0%)
2 0.022 (12.0%) 0.023 (4.3%) 0.062 (14.8%)
3 0.022 (12.0%) 0.0233 (4.3%) 0.065 (20.4%)
Simulation 0.025 (3.1%) 0.024 (3.1%) 0.054 (2.3%)
2 1 0.104 (0.0%) 0.021 (0.0%) 0.039 (11.4%)
2 0.104 (0.0%) 0.020 (2.0%) 0.037 (5.7%)
3 0.104 (0.0%) 0.020 (2.0%) 0.037 (5.7%)
Simulation 0.104 (2.1%) 0.021 (4.4%) 0.035 (3.1%)
3 1 0.124 (2.5%) 0.028 (3.7%) 0.061 (27.1%)
2 0.124 (2.5%) 0.026 (3.7%) 0.053 (10.4%)
3 0.124 (2.5%) 0.026 (3.7%) 0.053 (10.4%)
Simulation 0.121 (1.1%) 0.027 (3.3%) 0.048 (3.0%)
4 1 0.162 (1.3%) 0.054 (80.0%) 0.173 (162.1%)
2 0.151 (0.6%) 0.030 (0.0%) 0.075 (13.6%)
3 0.152 (5.0%) 0.032 (6.7%) 0.099 (50.0%)
Simulation 0.160 (0.5%) 0.030 (1.6%) 0.066 (1.2%)
Table 11

The comparison of tail probabilities of system No. 1.

k 1—P(k) 1 — Py(k) 1— Pj3(k)
BNAfm Simul. BNAfm Simul. BNAfm Simul.

0.8035 0.7232 0.7850 0.6846 0.8421 0.6675
0.6391 0.5802 0.6190 0.5446 0.6988 0.5547
0.5016 0.4566 0.4846 0.4290 0.5702 0.4561
0.3866 0.3519 0.3742 0.3324 0.4553 0.3689
0.2905 0.2633 0.2827 0.2519 0.3532 0.2920
0.2100 0.1877 0.2063 0.1839 0.2627 0.2237
0.1427 0.1238 0.1421 0.1260 0.1830 0.1628
0.0864 0.0702 0.0878 0.0764 0.1130 0.1092
0.0394 0.0248 0.0412 0.0345 0.0521 0.0614
0 0 0 0 0 0

SO 01NNk WN—

—

Another performance measure related to the queueing network is the (tail) prob-
ability that the total number of jobs in the system is at least k£ for a positive integer k.
Such performance measures are needed to assess the quality of service for a queueing
network. In tables 11 and 12, we use systems No. 1 and 2 to compare (tail) probabilities
for each station calculated from both SRBM and simulation. From these two tables, we
find that the SRBM estimates are not very close to simulation results, but they are rea-
sonably good enough in practice when high precision is not required. We note that there
are two possible errors here: one is from the BNAfm algorithm itself; the other results
from using SRBMs to approximate original queueing networks. We strongly believe that
the main error here is the SRBM approximation error.
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Table 12
The comparison of tail probabilities of system No. 2.
k 1—Py(k) 1 — Py(k) 1 — P3(k)

BNAfm Simul. BNAfm Simul. BNAfm Simul.

1 0.9930 0.9898 0.9566 0.9336 0.9525 0.8818
2 0.9847 0.9817 0.9135 0.8935 0.9054 0.8353
4 0.9635 0.9600 0.8283 0.8128 0.8123 0.7477
6 0.9340 0.9298 0.7441 0.7307 0.7211 0.6638
8 0.8932 0.8868 0.6611 0.6484 0.6322 0.5831
10 0.8367 0.8263 0.5791 0.5667 0.5459 0.5048
12 0.7583 0.7421 0.4983 0.4864 0.4623 0.4298
14 0.6495 0.6258 0.4186 0.4084 0.3817 0.3575
16 0.4988 0.4658 0.3401 0.3310 0.3042 0.2881
18 0.2898 0.2430 0.2627 0.2553 0.2300 0.2219
19 0.1567 0.1005 0.2238 0.2178 0.1942 0.1897

20 0 0 0.1864 0.1804 0.1593 0.1583
22 0 0 0.1113 0.1054 0.0924 0.0979
24 0 0 0.0370 0.0328 0.0296 0.0406
25 0 0 0 0 0 0

Concluding remarks

In this paper, we have proposed the finite element method algorithm to compute the
stationary distribution of a semimartingale reflecting Brownian motion in a hypercube.
This algorithm extends and complements previous algorithms. In particular, we find
this algorithm accurate, stable, and capable of computing the stationary density function
(in addition to the mean of the stationary distribution). Computing the density function
would allow us to predict some important performance measures in real applications
such as the service level in a production or communication network. We have applied
the algorithm to a finite buffer queueing network, and our numerical results indicate that
the algorithm in general provides very good approximations.
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